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Abstract

Should credit scoring algorithms be transparent or opaque? I explore this question
within a model where the lender uses data shared by borrowers for pricing and rationing
credit, and is privately informed about how the algorithm maps data to allocations. I show
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strategic withholding of unfavorable information. Under opacity, data withholding emerges
as a hedging strategy against the unpredictability of the black box and the risk of credit
rationing. The lender’s optimal transparency regime maximizes data collection and is
socially inefficient as it results in excessive credit rationing. Algorithmic opacity is often
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transparency regulations and offer policy recommendations.
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1 Introduction

Motivation Recent advances in digital technology have transformed the way firms store,

transmit, process, and analyze information. Notably, a growing number of financial institutions

have embraced automated machine learning (ML) algorithms for the task of credit scoring and

underwriting,1 leveraging vast datasets that encompass both traditional financial metrics and

alternative data sources.2 ML algorithms, particularly when fed with alternative data, often

reveal surprising relations between credit risk and seemingly unrelated variables, making it

challenging to understand which specific factors influence algorithmic decisions, and how. This

phenomenon is commonly known as the “black box” problem of artificial intelligence (AI).3

Algorithmic opacity has raised significant public concern, fostering uncertainty and mis-

trust in the lending process even with accusations of discriminatory practices,4 and prompted

individuals to conceal their online and offline behaviors, thereby restricting the information

available to lenders.5 On the other hand, making the algorithms’ inner working transparent

would potentially undermine their predictive ability, enabling borrowers to game the system

through strategic information sharing.6 Both regimes impact borrowers’ willingness to share

data — a crucial asset in a market plagued by asymmetric information — and may have a first-

order impact on the allocative efficiency of credit markets. Should credit risk algorithms be

transparent or opaque when we account for strategic information sharing? Regulators around

the globe have decided to unpack the black box mandating transparency,7 citing principles of

truth, fairness, and equity, but possibly overlooking the importance of market efficiency.

1A prominent example is FinTech’s “3-1-0 model”: three minutes to apply, one second to approve, and
zero human intervention. Traditional banks — such as J.P. Morgan and Bank of America — and credit
scoring systems — such as the FICO and Vantage Score — have also started to employ automated algorithms.
Automated credit underwriting is mainly applied to (unsecured) consumer and small business loans, as opposed
to mortgages.

2Alternative sources of data include, but are not limited to, social media data, digital footprints, web searches,
mobile phone usage patterns, e-commerce transactions, payment information, gig economy income, utility bill
payments, childcare payments, and data from IoT devices. To put it in the industry’s words, “all data is credit
data” (Douglas Mirrell CEO of ZestCash to the New York Times). Alternative data have demonstrated superior
performance compared to conventional FICO scores (see Iyer, Khwaja, Luttmer and Shue (2016), Bazarbash
(2019), and Berg, Burg, Gombović and Puri (2020).

3See Pasquale (2015) for an investigation into our “Black Box Society”.
4See Bartlett et al. (2022) for empirical evidence on discriminatory lending practices by FinTech lenders, and

for a recent controversy see Neil Vigdor, “Apple Card Investigated After Gender Discrimination Complaints”,
The New York Times, November 11, 2019. See Glickson and Woolley (2020) for a study on human trust in AI.

5Sebastian Siemiatkowski, CEO of Klarna AB, once said: “Facebook is only as valuable as the information
a consumer is willing to share and whether that consumer is willing to connect the financial service to their
Facebook data”. (See Evelyn M. Rusli, “Bad Credit? Start Tweeting”, Wall Street Journal, April 1, 2013.))

6In a 2014 letter to the Consumer Financial Protection Bureau (CFPB), Freddie Mac raised concerns that
disclosing their automated decision-making algorithm could make it vulnerable to being reverse-engineered
(letter available here). See also Suzanne Woolley, “How More Americans Are Getting a Perfect Credit Score”,
Bloomberg, August 14, 2017.

7See the AI Act, Digital Services Act, Digital Markets Act of the European Commission; the Fair Credit
Reporting Act and Equal Credit Opportunity Act of the Federal Trade Commission.
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Overview This paper explores the lender optimal and the socially efficient level of trans-

parency for credit risk algorithms, in light of the information that borrowers are willing to

share with a financial institution. The model features a lender and a continuum of borrowers

in need of cash to finance a project. Borrowers are on average creditworthy but differ in credit

risk, with some having negative NPV projects. Additionally, borrowers possess data that can

predict their probability of default. According to recent data regulations — such as Open

Banking initiatives, the General Data Protection Regulation (GDPR), and the Payment Ser-

vices Directives (PSD, PSD2) — this data remains private unless borrowers voluntarily share

it with the lender. Furthermore, some borrowers prioritize privacy and consistently withhold

information, regardless of what it might reveal about them.

The black box nature of the screening process arises from how the lender infers credit risk

from data. The data-generating process (DGP) is unknown, while the lender can estimate

its parameters from a previously collected training dataset, leveraging proprietary statistical

technology. The allocation algorithm is calibrated on these privately known estimates, so the

lender has exclusive knowledge of the mapping from disclosed data to allocations. The DGP

is assumed to be characterized by a single parameter, representing the correlation between

credit risk and an explanatory variable. Hence, evidence can be represented on a normalized

interval of the real line, and while borrowers may not discern good from bad news, they

can identify extreme evidence based on its distance to the mean. Within this framework,

the paper investigates borrowers’ voluntary data-sharing decisions under two scenarios: when

the parameters governing the algorithm are kept secret (opacity) and when they are publicly

known (transparency). Additionally, it explores the welfare and redistributive implications of

algorithmic opacity and transparency, including the regime that maximizes the lender’s profits,

borrowers’ surplus, and overall social welfare.

Preview of the Results The algorithm allocates credit in an intuitive way: high-risk bor-

rowers are denied credit, while interest rates rise with credit risk. These rates reflect the

competitive market rate, with an additional markup that grows with the lender’s bargain-

ing power. Still, the algorithm also converts evidence in credit-risk estimates and thus the

map from data to allocations depends on the correlation between data and credit risk. If a

borrower’s characteristics positively correlate with credit quality, higher values of that vari-

able lead to lower interest rates, while values below a certain threshold are denied credit. A

symmetric reasoning applies when correlation is negative and higher values are progressively

stronger signals of credit risk. The algorithm is influenced by the strength of the correlation,

not just its sign. As the correlation decreases in absolute value, the algorithm rations credit

to a narrower range of data realizations, and the interest rate schedule flattens.

When the algorithm’s parameters are publicly known, borrowers may gain by withholding

bad news while selectively sharing good news. This behavior, enabled by transparency, will
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be referred to as gaming. Gaming occurs when privacy-concerned borrowers are sufficiently

numerous. In this case, high-risk borrowers can mimic their behavior and withhold data to

obtain more favorable contractual terms. This happens because the stigma associated with

data withholding is minimal as withholding is most likely non-strategic and therefore not a

strong indicator of poor credit quality. As a result, credit-unworthy borrowers obtain credit

by withholding information, while marginally creditworthy borrowers can secure lower interest

rates. Conversely, borrowers share positive evidence because understanding the lender’s statis-

tical technology, they anticipate being classified as low risks. The number of privacy-concerned

borrowers reflects the extent of strategic borrowers’ gaming ability: as this number increases,

more borrowers can secure better contractual terms by withholding information. Gaming does

not occur when borrowers are primarily strategic and data sufficiently informative. In this

case, data withholding becomes a strong indicator of credit risk and leads to credit denial. As

a result, only (strategic) observationally creditworthy borrowers are funded and interest rates

reflect their observable credit risk.

When the algorithm’s parameters are kept secret, borrowers do not know the correlation

between data and credit risk and data-withholding emerges as a prudent strategy against

the algorithm’s unpredictability. Although borrowers are risk-neutral, I term this strategic

behavior as hedging, because it reflects their attempt to minimize exposure to uncertainty.

Hedging is complete — meaning that all evidence is withheld — when the lender’s bargaining

power is sufficiently strong. In this scenario, the lender offers loans to all borrowers at a

uniform rate, as the overall pool of borrowers is on average creditworthy. If data were shared,

borrowers would expose themselves to the risk of credit rationing — with extreme borrowers

being the most exposed — and conditionally on providing credit, the lender would capture

most of their surplus through high personalized interest rates. Conversely, when borrowers

have greater bargaining power, extreme evidence is disclosed in equilibrium, with the extent of

disclosure increasing in the borrower’s bargaining power. Although extreme borrowers are most

at risk of credit rationing, they also stand to gain the most from favorable interest rates if they

manage to secure credit. Borrowers with less conclusive evidence lack this upside potential

and thus stick with the hedge of no disclosure. Overall, the borrowers’ relative bargaining

power modulates their risk-taking behavior when sharing data with the black box, shifting

their decisions from withholding all information to disclosing the most conclusive evidence.

Interestingly, privacy-concerned borrowers receive markedly different treatment depending

on whether the algorithm is transparent or opaque. Under transparency, they experience

negative externalities due to the disclosure decisions of strategic borrowers. When strategic

borrowers are numerous, privacy-concerned borrowers are excluded from credit due to the

stigma surrounding data withholding, despite being, on average, creditworthy. This situation

does not occur when the algorithm is opaque, as there is no stigma associated with data

withholding. Since borrowers lack insight into what signals good or bad news, the lender
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cannot make adverse inferences based on a borrower’s choice to withhold information. As a

result, privacy-concerned borrowers, along with strategic non-disclosing borrowers, are able to

secure credit.

Both transparency regimes lead to a data loss — either through strategic gaming or hedging

behavior — which can undermine the algorithm’s predictive accuracy and affect allocative ef-

ficiency. As a consequence, the transparency regime significantly influences welfare measures,

including the lender’s profits, borrowers’ welfare, and overall social surplus. The lender’s

transparency choices maximize data extraction, focusing on effective credit rationing while

forgoing the potential benefits of price personalization. This is due to the lender’s risk neu-

trality: detailed credit quality information reduces variance but does not impact the ex-ante

expected profits from creditworthy borrowers. Credit misallocations increase with borrow-

ers’ gaming ability (measured by the fraction of privacy-concerned users) and their hedging

motives (captured by the lender’s bargaining power). Therefore, the model suggests that an

opaque algorithm should be the preferred choice for financial institutions in competitive credit

markets with diffused privacy concerns, as hedging motives are limited while gaming more

prevalent. Conversely, for lenders in concentrated credit markets with lower privacy concerns,

transparency should be the optimal choice.

The lender’s transparency choices are socially inefficient, resulting in over-collection of data

and insufficient credit provision. Private and social trade-offs over accuracy and inclusion dif-

fer as the lender only partially internalizes the surplus generated by credit provision, resulting

in excessive rationing from a social perspective. When the misalignment between the lender’s

and planner’s preferences is moderate, data collection still enhances welfare by helping exclude

strategic borrowers with negative surplus projects. However, the planner tends to favor opac-

ity more than the lender does. This primarily stems from the adverse effects that the stigma

of data withholding imposes on privacy-concerned but creditworthy borrowers under trans-

parency. Opacity suppresses such a stigma enabling them credit and providing a social benefit

that is only partially internalized by the lender. As a consequence, transparency is excessive.

When the misalignment over credit provision increases, data collection starts to undermine

welfare, as the borrowers that the lender seeks to ration hold positive-surplus projects. In this

scenario, the welfare-optimal regime minimizes data extraction, making the lender’s choices

diametrically opposed to efficiency.

Outline The remainder of the paper proceeds as follows. Section 2 discusses the related lit-

erature. Section 3 describes the model. Section 4 derives the optimal allocation rule. Sections

5.1 and 5.2 present respectively the data sharing-equilibrium under transparent and opaque

algorithms. Section 6 is dedicated to the welfare comparison of transparency regimes. Sec-

tions 7 and 8 discuss empirical and policy implications. All the proofs are relegated to the

Appendix.
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2 Related Literature

FinTech This paper connects to the literature on digital disruption in banking (see Vives

(2019) for a review). Studies show that alternative data can outperform traditional metrics in

predicting loan defaults (see Iyer et al. (2016), Bazarbash (2019), and Berg et al. (2020)), and

expand credit access to individuals without a credit history (see Agarwal et al. (2019) and

Gambacorta et al. (2020)). However, the ML methods that process these data can produce

unintended distributional effects by capturing structural relationships among variables such

as race, income, and gender (see Fuster et al. (2022)). I contribute to this literature by

identifying a new channel through which these statistical technologies affect distribution and

welfare: the transparency regime they adopt. While some studies have theoretically explored

the optimal design of these technologies (see, e.g. Huang (2023), or He, Huang and Parlatore

(2024), or Blickle et al. (2024)), I examine whether they should be transparent or opaque.

Voluntary Disclosure The paper is related to the large literature on voluntary information

disclosure. The classical “unraveling argument” put forward by Grossman (1981) and Milgrom

(1981) shows that, in equilibrium, a privately informed sender will disclose all the available

information to avoid the receiver’s averse equilibrium inference. The subsequent literature

tried to explain the commonly observed lack of disclosure by introducing disclosure frictions.8

Disclosure frictions in my model resemble those in Dye (1985) (uncertainty about evidence,

or privacy cost in my model) and Bond and Zeng (2022) (uncertainty about audience, or

statistical technology in my model). My paper contributes to the literature by comparing

these frictions in the specific context of the credit market and conducting a comprehensive

welfare analysis. In Bond and Zeng (2022), hedging behavior stems from the sender’s risk

aversion. In my model, the sender is risk-neutral, while risk-averse or risk-loving behaviors

arise endogenously due to the specific market context considered. Unlike Bond and Zeng

(2022), I also explore the welfare implications of hedging behavior.

Economics of Data and Privacy This work belongs to a growing literature on data,

privacy, and their implications for markets (see Acquisti, Taylor, and Wagman (2016) and

Bergemann and Bonatti (2019) for surveys). A portion of this literature explores the welfare

impact of data regulations that grant customers rights over the sharing of personal data,

such as the GDPR and Open Banking initiatives. For instance, Ali, Lewis and Vasserman

(2023) study price discrimination under the GDPR, while He, Huang and Zhou (2023) study

competition in the lending market under Open Banking, both yielding contrasting results

8These frictions include disclosure costs (Verrecchia (1983)), uncertainty about the evidence available to the
sender (Dye (1985) and Jung and Kwon (1988)), information processing costs (Fishman and Hagerty (2003)),
receiver’s outside information (Harbaugh and To (2020) and Quigley and Walther (2024)) and uncertainty about
audience’s preferences (Bond and Zeng (2022)).
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regarding consumer welfare. My work complements these studies by highlighting how data

regulation interacts with algorithm transparency regulation, suggesting that both should be

assessed jointly by regulators.

Gaming and Opacity The paper is related to the literature in machine learning, economics,

and finance studying the manipulation of transparent scoring systems.9 This literature typi-

cally considers types of data that can be distorted by agents at some cost, while I consider data

as hard information that can be shared or withheld, but not misreported. A common finding in

this literature is that an optimal scoring rule should underutilize data to deter manipulation.

I show that opacity can emerge as an alternative strategy to data under-utilization.

A different strand of the literature has studied the role of opacity in softening strategic agents’

gaming behavior in various contexts, including incentives schemes (Ederer, Holden and Meyer

(2018)), stress testing (Leitner and Williams (2023)), and algorithmic decision-making (Wang

et al. (2023) and Sun (2021)). The paper closest to mine is Sun (2021), which examines

efficient algorithmic disclosure in a competitive lending market where borrowers can modify

a binary feature at a cost. My paper is different in several aspects. First, I include interest

rates and show that data-driven pricing exacerbates borrowers’ gaming behavior. Second, I

introduce the lender’s bargaining power, leading to new hedging behavior in borrowers’ data

provision and enabling an analysis of the lender-optimal transparency regime. Third, I con-

sider voluntary data-sharing in line with current Open Banking regulations. Finally, while Sun

(2021) indicates that transparency harms the credit market, I highlight its potential benefits

in certain contexts, aligning with the current policy debate.

Economics of Algorithms A nascent literature in economics studies how to regulate algo-

rithmic decision-making when private and social objectives diverge (see Korinek and Balwit

(2022) for a study of incentives misalignments in AI). A common scenario involves the algo-

rithm aiming to maximize predictive accuracy, while the regulator seeks to balance accuracy

with fairness,10 typically by imposing restrictions on inputs or the prediction function (see,

e.g., Kleinberg et al. (2018), Athey, Bryan and Gans, (2020), Rambachan et al. (2021), Blat-

tner, Nelson and Spiess (2024), Liang et al. (2024)). My work contributes to this literature

by considering a scenario in which the regulator prioritizes both accuracy and credit inclu-

sion, placing a greater weight on the latter than the lender does. I consider the algorithm’s

transparency regime as being the only policy tool available to the regulator, in light of recent

regulation on algorithmic transparency.

9See Hardt, Megiddo, Papadimitriou and Wootters (2016) for a classic paper in machine learning, Frankel
and Kartik (2019), Frankel and Kartik (2021), Björkegren, Blumenstock and Knight (2021), Ball (2024), Perez-
Richet and Skreta (2022), and Ekmekci et al. (2022) for recent papers in economics, and Cohn, Rajan and
Strobl (2024) and Gamba and Hennessy (2024) for recent finance applications.

10See Cowgill and Tucker (2019) for an economic perspective on algorithmic fairness.
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3 The Model

Economy The economy is composed of a lender and a continuum of penniless borrowers in

need of cash to finance a project. Both players are risk-neutral and the borrowers are protected

by limited liability. Each borrower has a project that requires a unit of cash and generates

a return X ∈ R+ with probability θ ∈ [0, 1] and generates nothing otherwise. The projects’

probability of success is heterogeneous across borrowers and uniformly distributed, θ ∼ U [0, 1].

I sometimes refer to θ as the borrower’s credit quality, and to 1 − θ as the borrower’s credit

risk. If financed, the project generates a private benefit b ∈ R+ to the borrower, independently

of whether the project succeeds or not. One can think of b as being cash flows that cannot

be pledged to the lender, for example because of agency frictions (see Holmström and Tirole

(1997)).

Assumption 1 (Positive NPV). E(θ)X − 1 > 0.

Assumption 1 posits that the pool of borrowers is, on average, creditworthy (even excluding

their private benefit, b). This implies that an uniformed lender finds it optimal to provide

credit. However, since the return in the case of success, X, is finite, the lender aims to exclude

from credit a subset of borrowers with high credit risk.

Data The borrower’s quality θ is unknown to both the lender and the borrower at the time

of contracting and can be predicted using data z ∈ [0, 1]. The data-generating process (DGP)

is an extension of the truth-or-noise information structure in Lewis and Sappington (1994),

allowing for a negative correlation between the signal z and the state θ. Specifically, the DGP

is such that

z =

 θ with pr. λ

ε with pr. 1− λ
if λ ≥ 0,

z =

 1− θ with pr. |λ|

ε with pr. 1− |λ|
if λ < 0,

(1)

where ε ∼ U [0, 1] is independent of θ and λ ∈ [−1, 1]. Data perfectly reveals the borrower’s

credit quality with probability |λ| and is noise, unrelated to quality, with the residual prob-

ability. Moreover, when λ > 0 (resp., λ < 0), data is positively (resp., negatively) correlated

with credit quality. Hence, |λ| will be referred to as the predictive power of data, while λ as

the correlation between data and credit quality. The predicted credit quality conditional on

data z is a weighted average of signal and noise with weights proportional to λ (see the proof

of Lemma 1 for details):

µλ(z) , λ z + (1− λ) 1
2 = E(θ|z). (2)
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Importantly, I assume that λ ∼ U [−1, 1] and the lender privately know its realization. In other

words, the lender, having access to statistical technology, has superior knowledge of the DGP

and thus privately knows how to convert data into credit risk estimates. This in turn implies

that the lender is privately informed about the map from data to allocations (see below).

Data Sharing To capture current policies mandating consumer and borrower control over

their data,11 the data realization z is assumed to be private information of the borrower unless

disclosed to the lender. Specifically, knowing z, the borrower chooses a message m ∈ {∅, z},
where m = z means sharing data with the lender, while m = ∅ means withholding data (as

in He, Huang and Zhou (2023) and following the voluntary disclosure literature, e.g. Milgrom

(1981), Grossman (1981)). The binary nature of the data sharing technology captures the fact

that data is hard information: it can be transferred or withheld, but not modified or manipu-

lated.12 Building on Dye (1985) and Jung and Kwon (1988), a fraction π ∈ (0, 1) of borrowers

is assumed to withhold data for non-strategic reasons. These agents can be thought of as being

privacy-concerned, lacking a credit history, being unbanked, technology-averse, or not possess-

ing a device.13 For concreteness, in what follows I assume them to be privacy-concerned.

Importantly, the lender cannot distinguish privacy-concerned from strategic borrowers.14

Credit Allocation The credit allocation process is Nash bargaining and φ ∈ (0, 1) denotes

the lender’s bargaining power in the relationship. This parameter can be interpreted as re-

flecting the lender’s market power,15 arising from a more concentrated or segmented market

structure.16 Given the knowledge of the DGP, i.e. λ, and the borrower’s disclosure decision

11Such policies include European Union’s General Data Protection Regulation (GDPR) and Payment Service
Directives (PSD, PSD2), California’s Consumer Privacy Act (CCPA), China’s Personal Information Protection
Law (PIPL), and other globally adopted Open Banking Initiatives.

12This assumption differentiates this paper from previous studies (see Section 2, Gaming and Opacity), where
data can be manipulated at some cost, and is more in line with Open Banking initiatives where information is
usually stored in a relationship bank (Sharpe (1990) and Rajan (1992)), and can be transferred to a competitor
at the customer’s will, through an API, at no monetary cost.

13Studies show that agents’ unwillingness to share information online depends on cultural factors (attitudes
towards privacy, trust in institutions), demographic factors (age, education level, income level), comfort with
technology, user experience (ease of sharing data), trust in the lender/firm (reputation, credibility, brand
recognition), types of data shared (breadth, depth, sensitivity), etc. See, e.g. Acquisti, Taylor and Wagman
(2016) for a general discussion and Morey, Forbath and Schoop (2015) for a survey.

14Lin (2022) empirically separate two components of consumers’ privacy preferences: an intrinsic component
(an exogenous taste for privacy, i.e. privacy concerns strictly speaking) and an instrumental component (an
endogenous economic loss from revealing private information, i.e. strategic concerns). Goldfarb and Tucker
(2012) show that intrinsic privacy concerns in digital markets have increased in recent years.

15More broadly, φ can also encompass other factors, independent of credit risk, that influence the lender’s
ability to charge higher interest rates, such as macroeconomic conditions (e.g., tight monetary policy) and
regulations (e.g., looser capital requirements or consumer protection laws).

16As φ→ 1 the market structure approaches a monopoly, while as φ→ 0 it approaches perfect competition.
This reduced-form approach to competition enables a focus on the effects of algorithmic disclosure on borrowers’
data-sharing decisions, while abstracting from its potential strategic implications within firms. Moreover,
modeling imperfect competition in the credit market with endogenous information acquisition is challenging

8



m ∈ {z,∅} the lender decides whether to provide creditor not and, conditional on providing

credit, the lender also requires an interest rate to the borrower. Let ` ∈ {0, 1} denote the

credit rationing decision, with ` = 1 denoting credit provision, and x ∈ R denote the gross

interest payment.

Definition 1 (Algorithm). A credit allocation algorithm is aλ(m) ,
(
`λ(m), xλ(m)

)
m∈{z,∅}.

I refer to a , (`, x) as a credit allocation algorithm as, in equilibrium, it will be a map from

data (or the lack of it) to allocations and it will be tailored to the specific DGP (described by

λ). Hence, λ can be broadly thought of as parameters governing the lender’s algorithm.

Algorithmic Transparency and Opacity In line with the Bayesian persuasion literature

(see, e.g., Kamenica and Gentzkow (2011), Bergemann and Morris (2019), or Dworczak and

Martini (2019)), I assume that the lender commits to a disclosure policy about the parameters

that govern the allocation algorithm. Specifically, before learning λ the lender commits to

reveal it or to conceal it.17

Definition 2 (Transparency and Opacity). The lender’s algorithm aλ(m) is:

• transparent, if λ is public information,

• opaque, if λ is the lender’s private information.

Payoffs When the borrower’s probability of success is θ and the lender employs an algorithm

a, the lender’s and the borrower’s payoffs are, respectively:

V B(θ, a) = `
[
θ
(
X − x

)
+ b
]
,

V L(θ, a) = `
[
θ x− 1

]
,

(3)

while the social surplus (or the egalitarian social welfare) is:

W (θ, a) = `
[
θX − 1 + b

]
. (4)

and the literature often focus on simple algorithms with binary signal realizations (see, e.g., Broeker (1990)),
with few exceptions (such as Blickle et al. (2024)). The reduced-form approach facilitates the study of more
complex algorithms, aligning with advancements in ML technologies.

17The Bayesian persuasion literature typically studies optimal disclosure among the set of all the possible
disclosure policies (i.e. state-contingent distributions over signal realizations). Here, I focus on a fully revealing
and a fully concealing policy, in line with the ongoing debate regarding algorithmic transparency and opacity.
It can be shown that, among symmetric monotone disclosure policies (i.e. symmetric convex partitions of
the state space [−1, 1]) it is without loss to restrict attention to policies that fully reveal extreme values
λ ∈ [−1,−λ◦) ∪ (λ◦, 1] and pool intermediate ones λ ∈ [−λ◦, λ◦] for some 0 ≤ λ◦ ≤ 1. I study the cases
λ◦ ∈ {0, 1}, deferring a formal treatment of general disclosure policies to future work.
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Timing and Equilibrium Concept The timing of the game is as follows:

t = 0 the lender commits to transparency or opacity, i.e. to reveal or conceal λ;

t = 1 (λ, θ, z) realizes, λ is observed by the lender (resp., everyone) under opacity (resp. trans-

parency), z is observed by the borrower;

t = 2 the borrower shares or withholds data, i.e. he chooses m(z) ∈ {z,∅};

t = 3 the lender allocates credit, i.e. he chooses
(
`λ(m), xλ(m)

)
m∈{z,∅};

t = 4 if the project is financed, the project’s returns are realized.

The equilibrium concept is Perfect Bayesian Equilibrium.

Discussion of Model Assumptions A few comments about the model are in order.

• Positive NPV The lender extends credit based on prior beliefs, reflecting the common

practice of incorporating alternative data sources in a secondary round of the screening

process (see e.g., Nam (2024)), a practice referred to as multistage screening. Typically,

borrowers who initially qualify for credit by submitting compulsory traditional metrics -

such as credit scores and financial history - are then given the option to share additional

information - such as payment data, social media activity, utility payments, or online

behavior. This voluntary sharing can potentially enhance or impair their credit terms.

• Unknown Credit Risk Borrowers are often unaware of their own credit risk, a com-

mon assumption in the literature. In addition, this excludes the lender’s ability to extract

the borrower’s private information through contractual terms, particularly collateral re-

quirements.18 In the realm of fintech credit, alternative data sources and advanced

statistical technologies, typically serve as substitutes for traditional collateral.19 Given

that the focus of this paper is on the latter topic, I abstract from the possibility of

designing truth-telling contracts.

• Opaque Statistical Technology The framework links algorithmic opacity to the

underlying statistical technology. One can think of the DGP as being a priori unknown

to everyone, while the lender, having access to a statistical technology and a training

dataset, can obtain an estimate λ̂ of the DGP. Based on this estimate, the lender can

tailor an algorithm, which can be described by the parameter λ̂. Private knowledge of the

estimate of the DGP then coincides with private knowledge of the parameters governing

18An established body of literature has extensively examined the optimal design of screening contracts. See,
e.g., Bester (1985), Freixas and Laffont (1990), and Besanko and Thakor (1987).

19Recent studies have explored the effectiveness of these alternative practices in addressing agency problems
and expanding access to finance. See, e.g., Agarwal et al. (2019) and Gambacorta et al. (2020).
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the algorithm. The model just assumes that such an estimate is unbiased, i.e. λ̂ = λ.

Essential to my model is the borrowers’ uncertainty over of the estimate λ̂, while the

underlying λ can be known or unknown to borrowers, and may even differ from λ̂. Such

uncertainty reflects public mistrust in opaque ML technologies, originating, for example,

from concerns about algorithmic fairness and bias.

• Uniform Beliefs Borrowers have uniform and symmetric beliefs over the employed

statistical technology. This assumption captures the black-box nature of ML algorithms

that utilize alternative data sources, as borrowers typically have little understanding of

how these data points influence the lender’s assessment of their credit quality. However,

the assumption is mainly made to streamline results and can be relaxed, for instance

assuming λ ∼ [κ, κ] where −1 ≤ κ < 0 < κ ≤ 1. Essential to borrowers’ equilibrium

hedging behavior against opacity is that they face some uncertainty about whether the

algorithm treats data as good or bad news.

• No Commitment to Allocation Rule The lender does not commit to the employed

algorithm. This is motivated by the common practice of algorithm adaptability, where

systems are enabled to learn continuously and evolve based on ever-changing data inputs

and economic conditions. Moreover, from a modeling perspective, commitment to a se-

cret allocation rule seems contradictory, besides being sub-optimal. Once data is shared,

the lender would optimally update the allocation rule, as deviations are not detectable,

essentially leading to the above timing structure.

• Commitment to Disclosure Policy Committing to opacity is straightforward: the

lender simply keeps the algorithm secret, regardless of its complexity. Commitment

to transparency is more nuanced and may depend on the algorithm’s interpretability.

When using interpretable algorithms, such as logistic regression, the lender can directly

disclose model parameters — akin to the λ in my model. However, when employing

more complex ML techniques - such as support vector machines, tree-based models,

gradient boosting machines, or deep learning methods - the lender can be, at least,

explainable. In practice, this might include disclosing feature importance metrics, SHAP

values, LIME explanations, partial dependence plots, and permutation importance to

provide borrowers insights into how different features influence predictions (see, e.g.

Molnar (2023)).

• Single-Dimensional Data The model considers a single explanatory variable, simpli-

fying both interpretation and algebra, facilitating welfare analysis. This framework can

be extended to include multidimensional characteristics with an all-or-nothing disclosure

technology. In this setup, the probability of success θ is a weighted average of n latent

characteristics t = (t1, . . . , tn), i.e. θ =
∑n

i=1 αiti where ti ∼ U [0, 1] and αi ∈ [0, 1]
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with
∑n

i=1 αi = 1. Each latent characteristic ti can be estimated from an observable

zi generated by a DGP analogous to Equation (1), resulting in predicted credit qual-

ity being equal to the hyperplane µλ(z) =
∑n

i=1 αiµλi(zi), where λ = (λ1, . . . , λn) and

z = (z1, . . . , zn). The disclosure technology allows borrowers to share all observables or

none, i.e. m(z) ∈ {z,∅}. Intuitively, under transparency, borrowers can identify which

direction of the hyperplane constitutes bad news, allowing them to selectively withhold

such information (gaming). Conversely, under opacity, borrowers know that evidence

near the boundaries of the z space constitutes an extreme outcome, enabling them to

withhold this evidence (hedging).

4 Data-Driven Credit Underwriting

This section describes the optimal credit allocation algorithm in the situation where the lender

has access to the borrower’s data z. This is also the allocation the lender chooses when the

borrower chooses to share data voluntarily.

Given the lender’s estimate of the borrower’s credit quality µλ(z), the optimal interest rate

x is chosen to maximize the Nash product:

max
x∈R

[
µλ(z)x− 1

]φ[
µλ(z)

(
X − x

)]1−φ
, (5)

and has to satisfy the lender’s participation constraint µλ(z)x− 1 > 0.20 When the constraint

cannot be satisfied, I say that the borrower is credit rationed,21 i.e. ` = 0. The Nash product

in Equation (5) is a weighted geometric average of the lender’s and borrower’s surplus for a

given interest rate x with weights proportional to their bargaining power, respectively φ and

1 − φ. Note that the borrower’s private benefit b does not enter the Nash product, as these

are cash flows that cannot be pledged to the lender. The optimal allocation rule is described

in the following lemma.

Lemma 1 (Optimal Credit Allocation). If the lender observes the borrower’s data z, the

optimal credit allocation algorithm aλ(z) is:

xλ(z) =
1

µλ(z)
+ φ

(
X − 1

µλ(z)

)
,

`λ(z) = 1

{
µλ(z) >

1

X

}
.

(6)

20This axiomatic (or cooperative) solution has a strategic microfoundation, as it coincides with the sequential
equilibrium of a (non-cooperative) bargaining game with alternating offers (see Rubinstein (1982) and Binmore
(1987)).

21I implicitly assume that when the lender makes nil profits she does not provide credit. This allows me to
conveniently write the no disclosure set (analyzed in Section 5) as a closed set, thus improving readability. The
assumption is otherwise inconsequential.
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Proof. See the Appendix. �

The allocation rule is rather intuitive and depends on predicted credit quality as follows.

First, the interest rate is decreasing in expected quality µλ(z): less risky borrowers get lower

interest rates. Moreover, the interest rate equals the competitive rate 1/µλ(z) plus a mark-up

that is increasing in the lender’s bargaining power φ, the return of the project X and expected

quality µλ(z). Second, the credit rationing decision is a cutoff rule: borrowers with credit

quality below the threshold 1/X are credit rationed.

Importantly, the algorithm depends on the correlation λ between data and credit quality,

through the lender’s forecast of quality µλ(z). When λ is positive (negative), higher data

realizations are good news (bad news) and the interest rate decreases (increases) in z, while it

is flat and independent of data when λ = 0. Moreover, the interest rate is steeper the higher

the predictive power of data |λ|. Similarly, the allocation rule rations credit to different sets of

data points depending on the value of λ. One can rewrite the credit rationing rule in Equation

(6) as

`λ(z) =


1
{
z > r(λ)

}
if λ ∈

[
λ, 1
]

1 if λ ∈
(
λ, λ

)
1
{
z < r(λ)

}
if λ ∈

[
− 1, λ

]
,

(7)

where

r(λ) =
1

2
− 1

λ

(
1

2
− 1

X

)
, (8)

will be refereed to as the rationing threshold, while λ , 1 − 2/X ∈ (0, 1) and λ = −λ. Note

that when the correlation is sufficiently high, λ ∈
[
λ, 1
]
, the rationing threshold is positive,

r(λ) ∈ [0, 1/X], and some borrowers with low data points are credit rationed. Conversely,

borrowers with high data points do not get credit when the correlation is sufficiently negative,

λ ∈
[
− 1, λ

]
so that r(λ) ∈ [1− 1/X, 1]. Finally, when the predictive power of data is low

|λ| < λ, there is no data-driven credit ratio; still, data will be optimally used to price credit

(as long as |λ| > 0).

Given the optimal allocation rule, the lender’s and the borrowers’ expected profits given a

data realization z are, respectively:

V L
λ (z) = `λ(z)

[
φ
(
µλ(z)X − 1

)]
,

V B
λ (z) = `λ(z)

[
(1− φ)

(
µλ(z)X − 1

)
+ b
]
.

(9)

Conditional on credit provision, the lender and the borrower obtain a fraction of the (con-

tractible) social surplus equal to their bargaining power, while the borrower also enjoys the

private benefit. Moreover, greater statistical accuracy (higher |λ|) has a redistributive impact,
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creating winners and losers (as in Fuster et al. (2022)). Better-than-average borrowers enjoy

lower interest rates and are thus better off as a result of greater predictive power. In contrast,

riskier borrowers are worse-off, facing higher interest rates and potential credit rationing as a

result of increased precision.

5 Voluntary Data Sharing

This section studies borrowers’ voluntary data-sharing behavior. In this framework, the lender

draws inferences from both the data provided and the borrower’s disclosure decisions. The

analysis considers in turn transparent and opaque allocation algorithms, as defined in Defini-

tion 2.

Before studying the borrowers’ data-sharing decision, consider the lender’s equilibrium

inference following data withholding. Let Q , {z ∈ [0, 1] : m(z) = ∅} be the set of borrow-

ers that strategically withhold data, the lender’s inference of the borrower’s credit quality is

µλ(∅) = µλ(z(π,Q)) where µλ(z) is defined in Equation (2), while

z(π,Q) , ω(π,Q)12 +
(
1− ω(π,Q)

)
E(θ|θ ∈ Q),

ω(π,Q) ,
π

π + (1− π) Pr(z ∈ Q)
.

(10)

Data withholding can either be strategic, and stem from a borrower with data realization

z ∈ Q, or be non-strategic. Thus, following withholding, the lender assigns an inferred data

realization z(π,Q) that is a weighted average of the expected data realization withheld by

strategic and non-strategic borrowers. The weight ω(π,Q) is the posterior probability of non-

strategic withholding. It increases with π, the fraction of non-strategic users, and decreases

with the mass of strategically withheld data realizations. Note that, the inferred data realiza-

tion z(π,Q) is also weighted by λ, reflecting the likelihood of data being informative, rather

than noise. Following withholding, the algorithm maps the inferred data quality to allocations

as in Lemma 1 replacing z(π,Q) to z (see Lemma A.1 in the Appendix for a formal treatment).

5.1 Gaming under Transparency

This section shows that transparency makes the algorithm vulnerable to gaming in the form

of strategic withholding of unfavorable information. When the parameters governing the al-

gorithm are publicly known, the borrower’s data-sharing strategy depends on this knowledge

and is formalized in the following proposition.

Proposition 1 (Data-Sharing to a Transparent Algorithm). When the lender uses a trans-
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parent algorithm, the set of strategic borrowers that optimally withhold data is:

G(λ, π) =



[
0,max

{
r(λ); γ(π)

}]
if λ ∈ (0, 1],[

0, 1
]

if λ = 0,[
min

{
r(λ); 1− γ(π)

}
, 1
]

if λ ∈ [−1, 0),

(11)

where

γ(π) ,

√
π(1−

√
π)

1− π
∈
(

0,
1

2

)
(12)

is increasing.

Proof. See the Appendix. �

Consider the case where the correlation is positive and low, such that the algorithm uses

data for pricing but not to ration credit, i.e. λ ∈ (0, λ) (see Equation (7) and the discussion

that follows). The algorithm is known to assign lower interest rates to borrowers with higher z.

Risky borrowers — with low z — would get pretty high interest rates by sharing information,

and thus opt to withhold data as this grants them better contractual terms. Suppose that

the set of borrowers that withhold data is Q = [0, q] for some q ∈ (0, 1). By pooling with

non-strategic borrowers, who have an average credit quality of 1/2, borrowers with z ∈ Q are

perceived as lower credit risks than they actually are and thus receive lower interest rates.

However, data withholding is perceived by the lender as a signal of credit risk and better

borrowers prefer to separate from the risky no-disclosure pool by sharing information.

The threshold q can be identified as the borrower that receives the same interest rates by

sharing and withholding data. For this to occur, the inferred data realization following data

withholding must match the borrower’s actual data realization. The indifference condition can

be expressed as

q = z(π, q),

where z(π, q) is determined by substituting Q = [0, q] into both lines of Equation (10). Its

unique (positive) solution is q = γ(π) given by Equation (12). Note that this threshold

is independent of the predictive power of data λ. This is because the lender’s equilibrium

inference, µλ(·), scales by the same weight λ both the disclosed data realization z and the data

realization z(π, q) inferred from data withholding. Hence, λ is irrelevant to the borrower’s

indifference condition, all that matters is the comparison between the borrower’s actual data

realization and the inferred data realization when data is withheld. On the other hand, the

indifference condition depends on the fraction of non-strategic borrowers π. The indifference

threshold γ(π) is increasing and strictly between 0 and 1/2. When borrowers are primarily

strategic (π → 0), data withholding is a strong indicator of low credit quality. Consequently,
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the algorithm significantly penalizes withholding by assigning very high interest rates. As a

result, even the riskiest borrowers choose to separate, causing the no-disclosure set to shrink,

and γ(π) approaches zero. This essentially aligns with the unraveling result of by Grossman

(1981) and Milgrom (1981), which states that all available information is disclosed to prevent

an adverse equilibrium inference by the receiver. When the fraction of privacy-concerned

borrowers increases, unraveling forces are milder because withholding data becomes a less

reliable indicator of low credit quality. Consequently, a growing number of risky borrowers

prefer to withhold information, as this strategy yields increasingly favorable interest rates as π

rises. In the opposite limit, where borrowers are primarily non-strategic (π → 1), withholding

data provides no information, and the algorithm’s equilibrium inference aligns with the prior.

As a result, only above-average borrowers choose to separate, and γ(π) approaches 1/2.

Consider now more data-intensive allocation rules such that λ ≥ λ. Disclosed data

is used not only for pricing but also for rationing credit. In particular, borrowers with

z ∈ [0, r(λ)], with r(λ) > 0 given by Equation (8), do not receive credit if they share

their data. However, withholding information may allow them to obtain credit if the in-

ferred data realization z(π, γ(π)) = γ(π) exceeds the rationing threshold r(λ). This happens

when unraveling forces are sufficiently mild that the lender’s equilibrium inference is not too

averse. Specifically, this occurs when non-strategic borrowers are relatively numerous, i.e.

π > γ−1(r(λ)) =
(
r(λ)/(1 − r(λ))

)2 ∈ (0, 1) or, equivalently, when the predictive power of

data is sufficiently low, i.e. λ < r−1(γ(π)) =
(
1
2 −

1
X

)
/
(
1
2 − γ(π)

)
∈ (λ, 1). The equilibrium

is depicted in Figure 1, Panel (a). When these conditions are not met, unraveling forces

are stronger and the lender’s equilibrium inference is so averse that withholding data induces

credit rationing. As a consequence, borrowers with data below the rationing threshold r(λ)

are indifferent between sharing and withholding as they do not receive credit anyway. Only

observationally credit-worthy borrowers share information and get funded at an interest rate

that reflects their true expected credit risk. The equilibrium is depicted in Figure 1, Panel

(b).

When λ < 0, symmetric reasoning applies and the right tail of the data distribution is

withheld in equilibrium. When λ = 0, data is uncorrelated with quality and the algorithm

extends credit ignoring any disclosed information. As a consequence, borrowers are indifferent

between sharing and withholding data.

The equilibrium withholding of information can be thought of as a form of gaming —

enabled by transparent allocation rules — by which strategic borrowers secure better contrac-

tual terms by selectively concealing bad news while sharing good news. The misallocation of

credit resulting from gaming has welfare consequences for both the lender and the borrowers

and will be analyzed in Section 6. Gaming can result in lower interest rates for risky but

credit-worthy borrowers and even induce credit provision to credit-unworthy borrowers. In

both cases, the extent of gaming increases with the fraction of non-strategic users, which thus
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can be seen as a measure of gaming ability. Moreover, gaming is more pronounced when data

is more informative and the allocation rule relies more strongly on it.22 This result is related

to several papers that examine the manipulation of allocation rules by strategic users, finding

that gaming incentives increase when the rule heavily relies on data (see the paragraph on

Gaming and Opacity in Section 2). These papers also suggest that an optimal scoring rule

should underutilize data to mitigate gaming. Section 5.2, explores an alternative strategy that

lenders might employ to deter gaming: making the rule opaque without reducing its data

sensitivity.

0 r(λ) γ(π) 1

V B
λ (z)

V B
λ (∅)

z

m = ∅ m = z

(a) r(λ) < γ(π).

0 γ(π) r(λ) 1

V B
λ (z)

V B
λ (∅) z

m = ∅ m = z

(b) γ(π) ≤ r(λ)

Figure 1: Gaming under Transparency. The figure depicts the borrower’s surplus from
data sharing, V B

λ (z) (in black), and from data withholding, V B
λ (∅) (in red), when λ > λ > 0.

The red dot corresponds to the borrower’s data realization inferred from data withholding,
and equals γ(π) defined in Equation (12). r(λ) denotes the rationing threshold and is defined
in Equation (8). Panel (a) shows the case where privacy-concerned borrowers are sufficiently
numerous, i.e. π > γ−1(r(λ)), and gaming occurs in equilibrium. Panel (b) shows the case
where privacy-concerned borrowers are few, i.e. π ≤ γ−1(r(λ)), and gaming does not occur in
equilibrium.

5.2 Hedging under Opacity

This section examines borrowers’ data-sharing behavior when the algorithm is opaque, mean-

ing the parameters governing it are kept secret from borrowers. While opacity can sometimes

22When λ ∈ [λ, λ̂(γ(π))), the mass of credit-unworthy borrowers that get credit by withholding information
increases with the predictive power of data.

17



mitigate gaming, it also induces borrowers to hedge against the unpredictability of the algo-

rithm by withholding information. The equilibrium data-sharing strategy is described in the

following proposition.

Proposition 2 (Data-Sharing to an Opaque Algorithm). When the lender uses an opaque

algorithm, the set of strategic borrowers that optimally withhold data is:

Q = H(b, φ) , [η(b, φ), 1− η(b, φ)]

where

η(b, φ) , max

{
0,

1

X

(
1− 2b

1− φ

)}
∈
[
0,

1

X

)
(13)

is weakly decreasing in φ and b.

Proof. See the Appendix. �

Before providing the intuition behind this result, it is helpful to understand why data-

withholding constitutes a safe hedging strategy against algorithmic opacity. Consider any

symmetric data-withholding set Q.23 For any of these sets, the lender’s inference of credit

quality following data-withholding is

µλ(∅) = µλ
(
1
2

)
= 1

2 ,

and is thus independent of i) the lender’s statistical technology, and ii) the actual data-

withholding set (see Equation (10)). No matter the true link between data and credit quality

(i.e. λ) and the size of the no-disclosure pool, the data-withholding set contains borrowers

with mixed positive and negative evidence, so the lender does not infer much from data with-

holding. As a consequence, as long as the no-disclosure pool is symmetric, there is no stigma

attached to data withholding, and disclosing borrowers impose no externalities on withholding

borrowers. Moreover, since the overall pool of borrowers is credit-worthy, the lender provides

credit following no-disclosure. For similar reasons, the ex-post interest rate a borrower gets

from withholding is independent of λ. It follows that, if the data-withholding set is symmetric,

data-withholding is a safe strategy against algorithmic opacity: it insures the borrower against

the risk of credit rationing and the variability in interest rates.

Consider now what the borrowers expect from data sharing. We can distinguish two types

of borrowers depending on their data realizations:

• Borrowers with extreme data realizations z ∈ [0, 1/X]∪ [1−1/X, 1] face a positive prob-

ability of being denied credit when they share information, and this probability increases

23A set Q ⊂ [0, 1] is symmetric about 1
2

if ∀z ∈ Q, 1−z ∈ Q. Some examples are: the entire interval Q = [0, 1],
a subinterval of the form Q = [q, 1− q] with q ∈ [0, 1/2), disjoint subintervals of the form Q = [0, q] ∪ [1− q, 1]
with q ∈ (0, 1/2], etc.
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as their data realization becomes more extreme — i.e. when z moves further from the

center of the distribution. This is intuitive, as increasingly extreme data realizations

are deemed credit-unworthy for progressively weaker correlation values λ, resulting in a

denial of credit by a wider range of allocation rules that the lender may employ.24

Conditional on getting credit, the interest rates are also uncertain — as these depend on

λ through the lender’s opaque statistical inference from data — and the expected interest

rate decreases as data becomes more extreme. This is also intuitive, as, conditional on

receiving credit, increasingly extreme data realizations are seen as progressively stronger

signals of credit quality.25

• Borrowers with central data realizations z ∈ (1/X, 1−1/X) face no risk of credit rationing

and they always obtain credit by sharing information. Their data realizations are close

to average and represent a weak indicator of credit risk regardless of whether the data

is positively or negatively correlated with credit quality. Since the average borrower is

creditworthy, they are granted credit by every allocation rule the lender might employ.

However, these borrowers still face algorithmic opacity because the interest rate they

receive is uncertain. Given the borrowers’ risk neutrality and the symmetric treatment

of data across rules, this uncertainty perfectly balances out, and the expected interest

rate is independent of z.

The equilibrium data-sharing behavior can now be better understood. When the lender’s

bargaining power is relatively high (i.e. φ ≥ 1 − 2b) or, equivalently, when the borrower’s

private benefit is substantial (i.e. b ≥ (1 − φ)/2), the equilibrium involves no data-sharing,

i.e. Q = [0, 1]. In this scenario, borrowers prioritize securing credit and enjoying their private

benefits b over obtaining marginally lower interest rates, as interest rates extract most of

their surplus once the credit is extended. Consequently, the utility of data sharing exhibits a

symmetric inverted U-shape: borrowers with more extreme data realizations face an increasing

risk of credit rationing and would like to appear closer to the average than they truly are to

mitigate this risk. This can be achieved by withholding information. The strategy labels them

24Consider z ∈ [0, 1/X]. From Equation (7) and Equation (8), a data realization in this set is denied credit
when z ≤ r(λ), or equivalently when the correlation between data and credit quality is sufficiently high, i.e.
when

λ ≥ r−1(z) , λ̂(z) =
1
2
− 1

X
1
2
− z

∈ (λ, 1],

where r−1(·) denotes the inverse function of r(·). The probability of getting credit is thus p(z) , Pr(λ < λ̂(z)) =

(λ̂(z) + 1)/2, so that the probability of credit rationing, 1− p(z), is decreasing in z for z ∈ [0, 1/X]. Symmetric
reasoning applies for z ∈ [1− 1/X, 1].

25Consider z ∈ [0, 1/X]. The inferred credit quality across all the allocation rules that provide the borrower

credit is µ−(z) = E(µλ(z)|λ < λ̂(z)) and is decreasing in z for z ∈ [0, 1/X]. This is because the borrow receives

credit when λ < λ̂(z), i.e. when data is predominately negatively correlated with credit quality, so when lower
data realizations are viewed as more favorable. Therefore, conditional on receiving credit, the expected interest
rate increases with z. Symmetric reasoning applies for z ∈ [1− 1/X, 1].
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as average borrowers, fully insulates them against the risk of credit rationing, and is therefore

strictly optimal. In contrast, borrowers with central data realizations are indifferent between

the two strategies, as they obtain credit anyway and are risk-neutral conditional on receiving

credit. No borrower has an incentive to separate from the no-disclosure pool. Hence, data-

withholding emerges as a safe hedging strategy against the unpredictability of the algorithm:

it insures the borrower against the risk of credit rationing and the variability in interest rates.26

The equilibrium is depicted in Figure 2, Panel (a).

Conversely, when the borrower has relatively more bargaining power (i.e. φ < 1− 2b) or a

lower private benefit (b < (1 − φ)/2), the most extreme evidence is disclosed in equilibrium,

i.e. Q = [η(b, φ), 1 − η(b, φ)] with η(b, φ) ∈ (0, 1/X). In this case, the potential for better

interest rates drives extreme borrowers’ decision to share information. These are still the

most likely to face credit rationing if they disclose but also stand to gain the best rates if

they manage to obtain credit. Consequently, when the potential upside reward outweighs the

guaranteed benefit of obtaining credit, these borrowers forgo the safety of non-disclosure and

take the risk of sharing information. However, less extreme borrowers have less exposure to

the potential upside and therefore stick to the safe hedge. We can thus write the no-disclosure

set as Q = [q, 1 − q] and identify the threshold q as the borrower for whom these forces

perfectly balance out, being indifferent between sharing and withholding data. The indifferent

borrower is given by q = 1
X

(
1− 2b

1−φ

)
∈ (0, 1/X). This threshold increases when both φ and

b decrease: as borrowers gain bargaining power or derive lower benefits from securing credit,

hedging motives decrease and they share more information in equilibrium. In the limit when

b approaches 0 hedging motives are absent: no matter the lender’s bargaining power, every

borrower facing the threat of credit rationing strictly prefers to disclose information, hoping

for a better interest rate. The equilibrium is depicted in Figure 2, Panel (b).

In summary, algorithmic opacity prompts some borrowers to hedge against its unpre-

dictability by withholding information. Hedging motives are strengthened when the lender

can more easily extract borrowers’ surplus, and can even prevent data sharing from occurring

in equilibrium. However, leveraging borrowers’ risk-taking behavior, opacity may also lead

to the extraction of extreme and highly conclusive evidence when borrowers possess greater

bargaining power. Thus, algorithmic opacity presents both benefits and costs in terms of data

collection and the resulting reduction of misallocation of credit. These factors will be studied

in Section 6.

26Since the value from data-sharing is symmetric around z = 1/2, the set of borrowers withholding data, Q,
is also symmetric in equilibrium. Note that the hedge is perfect because of the symmetry of Q, but is only
partial when the conjectured Q is asymmetric. Still, the intuition extends to asymmetric no-disclosure sets and
perfect hedging will be optimal in equilibrium. Similarly, a symmetric equilibrium data-withholding set is due
to the symmetry in algorithmic uncertainty, which drives the symmetry of the value from data-sharing around
z = 1/2. One can show that hedging type of behavior (i.e. pooling at the extremes) emerges in equilibrium
when λ ∼ [κ, κ] where −1 ≤ κ < 0 < κ ≤ 1 and κ is sufficiently low.
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Figure 2: Hedging under Opacity. The figure depicts the borrower’s expected surplus
from data sharing, V B(z) (in black), and from data withholding, V B(∅) (in red). The red
dot corresponds to the borrower’s data realization inferred from data withholding, and equals
1
2 . η(b, φ) denotes the indifferent borrower and is defined in Equation (13). Panel (a) shows
the case where the lender’s bargaining power is sufficiently high, and hedging is complete in
equilibrium. Panel (b) shows the case where the lender’s bargaining power is sufficiently low,
and hedging is only partial in equilibrium.

5.3 Externalities and Privacy Concerns

Interestingly, privacy-concerned borrowers are affected differently depending on whether the

lender’s algorithm is transparent or opaque.

Corollary 1 (Externalities). When the lender uses a transparent algorithm, non-strategic

borrowers are denied credit when they are few, i.e. when π ≤ γ−1(r(λ)) ∈ (0, 1). Instead,

when the lender uses an opaque algorithm, non-strategic borrowers always obtain credit.

Under transparency, when privacy-concerned borrowers are few, no-disclosure is a strong

signal of low credit quality and leads to credit denial. Hence, strategic borrowers impose

a negative externality on privacy-concerned borrowers through their data-sharing decisions,

ultimately pushing them out of the market, despite being creditworthy on average. This oper-

ates through the classic unraveling logic and stems from the lender’s inability to differentiate

between strategic and non-strategic borrowers. On the contrary, unraveling forces are absent

under opacity. The no-disclosure pool contains both observationally good and bad borrowers,

thus there is no stigma attached to no-disclosure, no matter the true statistical link between

data and credit quality. As a result, borrowers who disclose information impose no externalities

on privacy-concerned borrowers, allowing them to always receive credit.
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6 Welfare Analysis

The previous discussion highlighted that both transparency and opacity lead to information

losses through either gaming or hedging behavior of strategic borrowers. This section stud-

ies the resulting misallocation of credit and mispricings. It demonstrates that transparency

regimes have significant welfare implications, affecting the lender’s profits, borrowers’ welfare,

and overall social surplus.

6.1 Lender’s Profits

We begin by analyzing the transparency regime that maximizes the lender’s ex-ante profits.

Since data is valuable for the lender, the optimal regime minimizes the information loss re-

sulting from borrowers’ strategic behavior. The lender’s transparency choices are described in

the following proposition and illustrated in Figure 3.

Proposition 3 (Lender-Optimal Transparency Regime). Let

πL(b, φ) , min
{
π̂(b, φ), π̂(X)

}
∈ (0, π̂(X)] , (14)

where π̂(X) ,
(
1
X /(1−

1
X )
)2

while π̂(b, φ) is defined in Equation (44) and is increasing in b

and φ. If the fraction of non-strategic borrowers is sufficiently high, i.e. π ≥ πL(b, φ) (resp.

sufficiently low, i.e. π < πL(b, φ)), an opaque (resp. transparent) algorithm maximizes the

lender’s profits.

Proof. See the Appendix. �
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Figure 3: Lender-Optimal Transparency Regime. The figure depicts the lender’s prefer-
ences between a transparent (T) and an opaque (O) algorithm as defined in Definition 2. The
symbol � denotes a strict preference, while ∼ denotes indifference. The red line represents
πL(b, φ) as defined in Equation (14).
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The lender’s optimal transparency regime maximizes the efficacy of the algorithm in ra-

tioning credit, foregoing the potential benefits of price discrimination. This happens because

the Blackwell (1951) value of information is nil above the rationing threshold, as the lender is

risk-neutral in this region. While detailed credit quality information can reduce the variance

of the lender’s returns from credit-worthy borrowers, it does not affect their expected value,

since potential mispricings offset each other. Therefore, from an ex-ante perspective, the lender

gains no additional profits from acquiring more granular information than what is necessary

for optimal credit rationing. It follows that the algorithm’s transparency regime is irrelevant

in the region where the algorithm prescribes no credit rationing, i.e. when λ ∈ (λ, λ).

Building on this result, we can examine credit misallocations resulting from gaming when

λ ≥ λ (the analysis is symmetric when λ ≤ λ). Under transparency, when λ ∈
[
λ, λ̂(γ(π))

)
,

strategic high-risk borrowers (with z ∈ [0, r(λ)]) evade credit rationing by withholding bad

news. These borrowers represent a negative NPV investment for the lender and thus induce

a loss in expectation. The magnitude of this loss increases with λ, as a greater number of

high-risk borrowers slip through the lender’s screening process and obtain credit. In addition,

some marginally credit-worthy borrowers (with z ∈ (r(λ, γ(π))) receive more favorable interest

rates than what their actual credit risk would suggest. Because of risk neutrality, this second

group of borrowers does not impact the lender’s expected profits. For higher correlation

levels, λ ∈
[
λ̂(γ(π)), 1

]
, gaming does not occur. Only observationally credit-worthy borrowers

receive credit, while non-disclosing borrowers are credit rationed. Within the group of strategic

borrowers, the lender achieves profits comparable to those with full observability of data.

However, the lender suboptimally refuses credit to non-strategic borrowers who are on average

credit-worthy.

Overall, the profits the lender yields employing a transparent algorithm weakly decrease

with the number of behavioral borrowers π. This happens for two reasons. First, as π increases,

gaming behavior spreads across a wider range of allocation rules, exacerbating misallocations

and resultant losses. Second, in the region where gaming is absent due to effective unrav-

eling forces, an increasing number of non-strategic credit-worthy borrowers are erroneously

denied credit. At a certain point, when π ≥ π̂(X) ∈ (0, 1) i.e. λ̂(γ(π)) ≥ 1, gaming extends

throughout the entire range of λ and the lender’s profits equal the no-information level.

Consider now credit misallocations resulting from an opaque algorithm. When the lender’s

bargaining power is sufficiently high (i.e. φ ≥ 1−2b), causing borrowers’ hedging motives to be

strong enough to prevent any data sharing in equilibrium, the lender is unable to perform either

credit rationing or price discrimination, regardless of the true predictive power of the data.

Consequently, the lender earns the lowest possible profits, equivalent to the no-information

profits. Instead, when borrowers have relatively more bargaining power (i.e. φ < 1− 2b), they

share extreme evidence hoping for favorable interest rates but may be excluded from credit

ex-post. When correlation is mild, i.e. when λ ∈
[
λ, λ̂(η(b, φ))

]
or equivalently r(λ) ≤ η(b, φ),
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high-risk borrowers with z ≤ r(λ) ≤ η(b, φ) share data, hoping to be classified as low risks,

instead the algorithm uses the disclosed information to ration credit. Hence, only observa-

tionally credit-worthy borrowers obtain funding and the lender achieves profits comparable

to those with full observability of data. When correlation is higher, λ ∈
(
λ̂(η(b, φ)), 1

]
or

equivalently η(b, φ) < r(λ), rationing occurs ex-post but is only partially optimal. In fact,

hedging behavior precludes the lender from rationing credit to those high risks that withhold

information, i.e. those with z ∈ [η(b, φ), r(λ)]. Finally, non-strategic borrowers always obtain

credit and this is optimal as they are on average creditworthy.

In summary, the lender’s profits under opacity weakly decrease with the lender’s bargaining

power φ and the borrower’s private benefit from getting credit, b. This is intuitive as these

variables reinforce the borrower’s hedging behavior and ex-post credit rationing occurs for a

narrower range of allocation rules.

Transparency regimes can now be easily compared. When borrower’s hedging motives are

strong and gaming ability is high (i.e., φ ≥ 1 − 2b and π ≥ π̂(X)), the lender is unable to

implement credit rationing, regardless of the chosen transparency regime. As a result, the

lender is indifferent between the two regimes. For the remaining parameter values, the lender

faces a trade-off. When gaming ability outweighs hedging motives, an opaque algorithm max-

imizes the lender’s profits by extracting more information, thus enabling credit rationing for

those high-risk borrowers who would otherwise game a transparent system. Conversely, when

gaming ability is weaker than hedging motives, transparency becomes optimal by leveraging

unraveling forces while eliminating hedging behavior. The threshold π̂(b, φ) ∈ π̂(X)
)

at which

the lender switches from transparency to opacity is increasing in the lender’s bargaining power

φ and the borrower’s private benefit b: as hedging motives strengthen, transparency becomes

optimal for a broader range of parameters. When the borrower’s private benefit exceeds 1
2 ,

hedging motives are so strong that an opaque algorithm results in no data-sharing irrespec-

tively of the lender’s bargaining power. As a consequence, transparency benefits the lender by

enhancing data extraction and the algorithm’s credit rationing capabilities.

6.2 Social Welfare

We now examine the socially optimal transparency regime — the one that maximizes egali-

tarian social welfare (or total surplus) — and show that the lender’s transparency choices are

often socially inefficient.

It is useful to first consider a benchmark in which the social planner can segment the data

available to the lender, who then optimally allocates credit based on this segmentation (the

approach is similar to Bergemann, Brooks and Morris (2015)). In this benchmark, the planner

observes the lender’s statistical technology, λ, and commits to a segmentation of observable

credit risk, i.e. a monotone partition of the borrower’s characteristics. Specifically, a credit

risk segmentation is a partition Z = {z0, z1, . . . , zn−1, zn} of the borrower’s data space [0, 1]
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with 0 = z0 < z1 < · · · < zn−1 < zn = 1, where the lender only observes in which risk bucket

ri a borrower belongs, where ri , {z ∈ [zi−1, zi)} for i ∈ {1, . . . , n}.
Every risk bucket ri induces a lender-optimal allocation, that is a credit provision decision

aλ(ri) and an interest rate xλ(ri), and thus can be seen as a recommendation about credit

allocations from the planner to the lender. Hence, the welfare-optimal credit risk segmentation

— that is the set of all these recommendations — has to i) maximize social welfare, and ii) be

incentive-compatible (or obedient) for the lender.

Lemma 2 (Welfare-Optimal Credit Risk Segmentation). The welfare-optimal credit risk seg-

mentation contains at most two risk buckets (n ≤ 1) with cutoff

z1 = r?(λ, b) ,

 max
{
r(λ)− b

λX , 0
}

if λ ∈ [0, 1],

min
{
r(λ)− b

λX , 1
}

if λ ∈ [−1, 0),
(15)

where r(λ) is defined in Equation (8).

Proof. See the Appendix. �

The lemma shows that the market solution entails excessive rationing from a social per-

spective and the misalignment of incentives between the lender and the planner increases with

the borrower’s private benefit, b. To see this, note that the credit provision induced by the

welfare-optimal segmentation (as a function of the underlying characteristic z) is

` ?λ(z) =


1
{
z > r(λ)− b

λX

}
if λ ∈

[
λ(b), 1

]
1 if λ ∈

(
λ(b), λ(b)

)
1
{
z < r(λ)− b

λX

}
if λ ∈

[
− 1, λ(b)

]
,

(16)

where λ(b) = λ + 2b
X and λ(b) = −λ(b). Comparing this with the lender-optimal credit

allocation in Equation (7) we find that the market solution results in insufficient provision of

credit, as `λ(z) ≤ ` ?λ(z). Specifically, when λ ≥ λ(b), there exists a subset of borrowers with

z ∈ (r(λ) − b
λX , r(λ)] that would be rationed by the lender despite having a positive surplus

project. The size of this set increases with b, as a higher private benefit for the borrower

increases the overall surplus without changing the lender’s profits. Nevertheless, in this region,

the planner would deny credit to certain high-risk borrowers seeking to fund negative surplus

projects. When λ ∈ [λ, λ(b)), the planner would extend credit to all borrowers, while the lender

would still ration some with sufficiently low realizations z ≤ r(λ). The range of allocation rules

for which this happens also increases with b. Only when b tends to 0, the lender implements

the socially efficient level of credit provision.

Note also that the welfare-optimal segmentation entails at most two coarse risk buckets.

This happens for two reasons. First, interest rates determine how the surplus is divided
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between the lender and the borrower, without altering the total surplus created. Therefore,

the planner’s only concern is to ensure welfare-optimal credit provision. Since credit provision

is a binary decision, the segmentation contains at most two buckets as all the potential sub-

buckets inducing the same decision can be pooled in a unique category. This is essentially due

to the revelation principle, for which messages (risk buckets) can be thought of as incentive-

compatible action recommendations. Second, the risk buckets have to be sufficiently coarse

to be incentive-compatible. All the borrowers for which there is a misalignment of incentives

between the lender and the planner have to be lumped in a unique risk category that the

lender is willing to fund. For this to occur, the bucket has to contain a sufficient number of

low-risk borrowers - together with high-risk - and thus has to be sufficiently coarse.

The following proposition and Figure 4 describe the transparency regime that maximizes

social welfare.

Proposition 4 (Welfare-Optimal Transparency Regime). Let

πW (b, φ) , max
{

0,min
{
π◦(b, φ), π◦(b)

}}
< πL(b, φ), (17)

where π◦(b, φ) and π◦(b) are defined in Equation (62) and Equation (63), respectively, and

min
{
π◦(b, φ), π◦(b)

}
is decreasing in b and weakly increasing in φ. If the fraction of non-

strategic borrowers is sufficiently high, i.e. π ≥ πW (b, φ) (resp. sufficiently low, i.e. π <

πW (b, φ)), an opaque (resp. transparent) algorithm maximizes social welfare.

Proof. See the Appendix. �
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Figure 4: Welfare-Optimal Transparency Regime. The figure depicts the social planner’s
preferences between a transparent (T) and an opaque (O) algorithm as defined in Definition
2. The symbol � denotes a strict preference, while ∼ denotes indifference. The red line
represents πW (b, φ) as defined in Equation (17), φ◦(b) is defined in Equation (56), while π̂(X) ,(
1
X /(1−

1
X )
)2

.
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The welfare-optimal transparency regime depends on the borrower’s private benefit through

two key channels. First, as established in Lemma 2, the private benefit b creates a gap between

socially efficient and lender-optimal credit provision. Second, in combination with the lender’s

bargaining power φ, the private benefit reinforces the borrower’s hedging motives under an

opaque algorithm. This, in turn, impacts the extent of information available to the lender and

the resulting — potentially inefficient — credit rationing decisions.

When credit provision is socially efficient (i.e., when b approaches 0), the lender’s trans-

parency choices also are. In this case, an opaque algorithm is efficient (and optimal) for two

reasons. First, opacity leaves to non-strategic credit-worthy borrowers the possibility to with-

hold data without being denied credit. Second, it maximizes data extraction from strategic

borrowers — since hedging motives are absent and every credit-unworthy borrower shares data

— and the disclosed information is used efficiently by the lender. On the other hand, under

transparency, some negative-surplus projects would be funded because of gaming, while non-

strategic borrowers would occasionally face rationing. It follows that no matter the lender’s

bargaining power and the mass of non-strategic borrowers, opacity is welfare-improving.

However, the lender’s transparency decisions are often socially inefficient when prefer-

ences for credit inclusion deviate, even slightly, from those of the social planner. More-

over, the welfare-optimal regime favors more opacity than the market-driven solution, i.e.,

πW (b, φ) < πL(b, φ). The social benefit of opacity arises because it eliminates the stigma typi-

cally associated with no disclosure in a transparent regime, thereby enabling privacy-concerned

borrowers to fund positive-surplus projects. This benefit is only partially internalized by the

lender, who captures just a fraction of the surplus generated by these projects. As a result,

transparency in the credit market is excessive. This highlights a social benefit of opacity that

is often overlooked by advocates of algorithmic transparency, who usually focus on equity,

fairness, and truth as the primary social objectives. When the goal is improving credit market

allocative efficiency, algorithmic opacity can perform surprisingly well and may promote im-

portant values such as financial inclusion and borrowers’ privacy. Section 8 provides further

insights into the policy implications of these findings.

To delve deeper into this mechanism, consider the case where the misalignment of prefer-

ences over credit inclusion is moderate, i.e. b ∈ (0, b◦(X)) where b◦(X) ∈ (14 ,
1
3), meaning that

data collection holds some social value by excluding strategic borrowers with negative-surplus

projects. For simplicity, suppose also that opacity results in full hedging and no credit rationing

(φ ≥ 1− 2b) while transparency induces some credit rationing (π < π̂(X)).27 In this scenario,

the planner faces a trade-off. On one hand, transparency maximizes the lender’s ability to ex-

tract information from strategic borrowers, allowing the exclusion of negative surplus projects.

On the other hand, transparency comes with a stigma around data-withholding and leads to

27Similar effects are at play when both regimes induce some credit rationing (φ < 1 − 2b and π <
(

1
X
/(1 −

1
X

))
)2

).
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the exclusion of those privacy-concerned but creditworthy borrowers, who would secure credit

under opacity. Transparency is socially efficient when the first effect dominates, that is when

strategic borrowers are numerous enough, i.e. when π < π◦(b). When π ≥ π◦(b), opacity is

socially efficient. In this region, algorithms are overly transparent from a social standpoint,

since the lender opts for transparency despite opacity being the welfare-maximizing choice

(cfr. Figure 3). The inefficiency arises because the lender is more inclined to ration credit

compared to the planner, and thus only partially internalizes the benefits of expanded credit

access that comes with opacity.

As the misalignment over credit provision preferences widens, the lender’s decisions become

increasingly inefficient. When b exceeds the threshold b◦(X), the cutoff π◦(b) approaches 0

and opacity unambiguously maximizes welfare. Beyond this point, projects that would be

rationed under transparency generate a positive social surplus from an ex-ante perspective so

transparency has no social benefit. When b > 1
2 , the misalignment between the lender and the

planner reaches its peak, leading to complete disagreement on the appropriate transparency

regime to implement. Beyond this point, data extraction destroys surplus and the welfare

optimal regime is the one that minimizes data-sharing, that is opacity.

6.3 Borrower’s Surplus and Redistributive Effects

We now analyze borrowers’ surplus across different transparency regimes, distinguishing be-

tween privacy-concerned and strategic borrowers. Strategic borrowers’ surplus depends on

their observable credit risk, as this influences their allocations trough their data-sharing deci-

sions. In contrast, the surplus of privacy-concerned borrowers is independent of data as they

consistently withhold information.

Proposition 5 (Redistributive Effects). The surplus of privacy-concerned borrowers is strictly

lower when the lender employs a transparent algorithm. The surplus of strategic borrowers is

strictly higher when the lender employs a transparent algorithm only if their data realization

is extreme, i.e. z ∈ [0, z?(π))∪ (1− z?(π), 1] where z?(π) ∈ [0, 12) is weakly increasing in π and

defined in Equation (85).

Proof. See the Appendix. �

Privacy-concerned borrowers are better off under opacity. As noted in Corollary 1, a

transparent algorithm impose a negative externality on them through the stigma associated

with no-disclosure. Under transparency, they face higher interest rates compared to opacity

and may even be excluded from credit.

Strategic borrowers favor transparency when their data is extreme and privacy-concerned

borrowers sufficiently numerous. This is because transparency provides borrowers the option

to withhold bad news while sharing good news, and this option value is the greatest for extreme
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Figure 5: Transparency Regime Preferred by Strategic Borrowers. The figure depicts
the strategic borrowers’ preferences between a transparent (T) and an opaque (O) algorithm
as defined in Definition 2, when φ ≥ 1− 2b. The symbol � denotes a strict preference, while
∼ denotes indifference. The red lines represent z?(π) and 1− z?(π) where z?(π) is defined in
Equation (85), while π̂(X) and π∗(b, φ) are defined in Equations (72) and (79), respectively.
The white dashed lines represent γ(π) and 1− γ(π) where γ(π) is defined in Equation (12).

borrowers if bad news can be easily concealed. When they share good news, they stand to

gain the most, as their data provides a strong, highly indicative signal of credit quality due to

its extreme nature. When they withhold bad news (and still obtain credit), they achieve the

greatest improvement in contractual terms by being grouped with borrowers of significantly

higher credit quality than their actual, observable risk level.

To elaborate on this further, consider the case where opacity leads to complete data-

withholding — i.e. when the lender’s bargaining power is sufficiently high, φ ≥ 1 − 2b —

and the lender offers credit to all borrowers at a single interest rate.28 This situation is

reported in Figure 5. When privacy-concerned borrowers are sufficiently numerous, i.e. π ≥
π̂(X), the stigma around data-withholding is mild and every borrower gets credit even under

transparency. Central borrowers — those with z ∈ (z?(π), 1 − z?(π)) = (γ(π), 1 − γ(π)) —

always share information, and because data is treated symmetrically across allocation rules,

the average interest rate they receive is the same under both transparent and opaque regimes,

leaving them indifferent between the two. In contrast, by withholding data, extreme borrowers

obtain rates that are significantly lower than what their observable risk would suggest, resulting

in lower average rates under transparency. The improvement in interest rates grows as the

gap between true and inferred credit risk widens, hence when data is more extreme and

privacy-concerned borrowers more numerous. When the stigma of no-disclosure is moderate,

i.e. π < [π∗(b, φ), π̂(X)), withholding data may lead to credit denial. The option value of

28Similar effects are at play when φ < 1− 2b. See the proof of Proposition 5 for a formal treatment.
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data withholding reduces and central borrowers — those with z ∈ (z?(π), 1 − z?(π)) with

z?(π) < γ(π) — weakly prefer the security of credit provided by opacity. When unraveling

forces increases even further, i.e. π < π?(b, φ), every borrower prefers the safe hedge of opacity.

Aggregating over credit risk and privacy types we obtain the aggregate borrower’s surplus,

and the following result.

Proposition 6 (Borrower-Optimal Transparency Regime). An opaque algorithm maximizes

ex-ante borrower’s surplus.

Proof. See the Appendix. �

Although strategic borrowers may sometime prefer a transparent algorithm, the overall

borrower’s surplus is higher when the lender employs an opaque algorithm. This happens

because strategic borrowers favor transparency precisely when they are few, and thus have

a smaller weight in aggregate surplus. Ultimately, the security of credit provision offered by

opacity outweighs the advantages of selective disclosure enabled by transparency, resulting in

an increase in aggregate borrower surplus.

7 Empirical Implications

The above analysis offers a number of testable implications, with some findings supported by

recent studies and others presenting opportunities for further research.

Recent papers show that information has distributional effects in credit markets (see, e.g.,

Liberman et al. (2019), Dobbie et al. (2020), Nelson (2023), and Jansen et al. (2024)). My

paper suggests that this holds even when borrowers have control over information sharing

- regardless of the algorithm’s transparency regime - and data sharing may reduce credit

provision compared to a scenario where no information is shared.29 While some studies find

that Open Banking enhances credit provision (see, e.g., Nam (2024)), others observe that the

policy creates both winners and losers, in line with my findings. For instance, Doerr et al.

(2023) show that the California Consumer Privacy Act — giving borrowers more control over

their data — led to increased data-sharing with FinTech lenders, which in turn resulted in

higher denial rates and greater dispersion in interest rates, despite an overall reduction in

the average interest rate. Babina et al. (2023) find that borrowers that were denied credit

by their relationship banks did not see improved access to credit after the implementation

of the Commercial Credit Data Sharing in the UK, as the shared data marked them as high

credit risk and reduced their ability to establish new lending relationships. Similarly, Rishabh

(2024) find that payment data, central to Open Banking initiatives, benefits most borrowers

but disadvantages high credit risks.

29Note that in my model, by Assumption 1, the lender extends credit to the entire pool of borrowers in the
absence of information.
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In line with my differentiation between non-strategic and strategic agents, Lin (2022) em-

pirically separates two components of consumers’ privacy preferences: an intrinsic component

(an exogenous taste for privacy) and an instrumental component (an endogenous economic

loss from revealing private information). Critically, the study is conducted in a controlled

experimental setting, where “how the instrumental incentive depends on a consumer’s type is

straightforward and explicitly explained” to participants, akin to a transparent regime in my

model. The paper’s empirical findings are consistent with my model. In particular, consumers

self select into data sharing depending on the respective magnitude of the two components and

exhibit gaming type of behavior: high-type consumers are more willing to share data, while

low types tend to withhold data, as the receiver’s equilibrium inference following no disclosure

is attenuated by intrinsic motives. The study could potentially be extended to an opaque

regime to investigate whether the receiver’s equilibrium inference is less averse compared to a

transparent setting and whether senders adopt hedging behaviors in response to opacity.

Some research has shown that intrinsic motives for privacy are particularly pronounced in

credit markets. Tang (2019) studies loan applications to a Chinese Fintech lender where the

disclosure of personal data is a pre-condition for loans, thus allowing her to isolate borrowers’

intrinsic preferences for privacy.30 The paper shows that stricter disclosure requirements re-

duce loan application completion rates, suggesting that borrowers’ intrinsic privacy concerns

are strong enough to outweigh the potential benefits of obtaining a loan.31 This finding is

in line with my model’s assumption that privacy-concerned borrowers consistently withhold

information. It also suggests that unraveling forces may drive such borrowers out of the mar-

ket in a transparent regime. Whether this finding is supported by the data remains an open

question for future empirical investigation.

My analysis provides fresh insights into earlier studies on borrowers’ data-sharing behav-

ior. Notably, Nam (2024) examines borrowers’ voluntary data-sharing decisions with a major

German FinTech lender. The study takes place under a relatively opaque regime, as the plat-

form discloses that shared information (”behavioral data, web data, and experience data”)

could potentially lead to credit denial or higher interest rates, but offers little explanation of

the underlying decision logic. First, the study finds that the average rate of data sharing was

quite low, at just 8% across the entire sample period. Second, it finds no evidence of lender’s

equilibrium inference in response to data withholding, as an increase in data sharing results

in a negligible negative impact on loan approval for those who choose not to disclose. While

these findings are inconsistent with the standard unraveling logic (e.g., Grossman (1981) and

30The paper shows that the disclosure group is not statistically less risky than the no-disclosure group, sup-
porting the causal impact of intrinsic (rather than instrumental) motive for privacy on application withdrawal.

31As the author acknowledges, all Chinese platforms commonly ask for non-standard personal information
from borrowers, as there is no official credit score system and there are limited resources available to verify
borrower credentials and documents. Hence, Chinese borrowers have limited ability to substitute for other, less
privacy-intrusive platforms.
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Milgrom (1981)), they align with the equilibrium proposed in Proposition 2, where borrow-

ers hedge against opacity by withholding information, and the lender does not penalize the

absence of disclosure.

Recent papers provide suggestive evidence for the primary mechanism in my model, that is

firms leverage their transparency regime as a strategy to maximize data collection (Proposition

3). First, in light of my theory, firms with greater bargaining power should be more transparent

to mitigate borrowers’ hedging motives. Relatedly, Ramadorai, Uettwiller and Walther (2021)

show that larger firms are more likely to have a privacy policy, to display it visibly, to write

longer and more sophisticated policies (conditional on having one). These firms also engage

in more extensive data extraction, utilizing a greater number of cookies to track consumer

behavior. These findings support the notion that transparency serves as a strategic tool to

reassure users and enhance data extraction. Second, my model suggests that firms facing more

privacy-concerned borrowers should be more opaque. Relatedly, Bian, Ma and Tang (2021)

show that mandated disclosure of privacy labels in the AppStore negatively impacted firms’

profits, with this effect being more pronounced in countries with stronger privacy concerns.

In other words, the lack of transparency in firm data collection practices led consumers to

share excessive data. This suggests that in markets with stronger privacy concerns, firms have

greater incentives to be opaque. Although these findings center on input data transparency

rather than model transparency, they indicate that firms strategically optimize transparency

to maximize data collection.

My model could inform further empirical investigation on this mechanism. According to

it, financial institutions with greater bargaining power should reveal finer details about the

inner workings of their algorithm — not only about the input data they use — to mitigate

mistrust and foster information sharing. Conversely, financial institution facing borrowers with

stronger privacy concerns should reveal less about their algorithm’s operating logic, to prevent

gaming type of behavior. In addition, my theory offers a number of testable implications on

the link between algorithmic transparency, data sharing and credit market outcomes not yet

explored by the empirical literature. In Appendix B, I present closed-form computations of

key observables in my model (such as amount of data shared, levels of credit provision, and

interest rates) to guide hypothesis testing.

The above discussion raises the question of how to measure primitive variables in my model,

particularly an algorithm’s transparency regime. Computer scientists have developed quan-

titative indicators of AI transparency based on publicly available information. For example,

the Foundation Model Transparency Index (see Bommasani et al. (2023)) codifies AI trans-

parency by incorporating various aspects, including data sources, model development, and

decision-making processes, and reveals significant variation across firms. A similar index could

be tailored specifically for credit scoring models. More qualitative measures of transparency

could include explainability scores, which assess how well the algorithm’s decisions can be
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understood, combined with disclosure levels, that is the extent to which information about

the algorithm — including data used, methodologies, and underlying logic — is made publicly

available on a lender’s website. The staggered implementation of the AI Act (see Section 9)

could introduce an additional source of variation. The second variable of interest is borrowers’

privacy concerns, for which the literature provides various proxies. Research has demonstrated

that consumers’ privacy concerns in online environments correlate with several factors, includ-

ing cultural influences (such as trust in institutions), demographic variables (like age, education

level, and income), trust in the firm (encompassing reputation, credibility, and brand recogni-

tion), and the nature of the data shared (including breadth, depth, and sensitivity).32 In the

credit market, privacy concerns vary across countries, types of data, demographic and income

groups (see Tang (2019), Babina et al. (2023), Doerr et al. (2023) and Nam (2024)). Lastly,

a lender’s bargaining power can be effectively measured using traditional indicators of market

power and concentration, such as market share or the Herfindahl-Hirschman Index.

8 Policy Discussion

The EU Artificial Intelligence (AI) Act leads global efforts to regulate the development, de-

ployment, and use of artificial intelligence technologies. The regulation entered into force on

August 1st 2024 and shall apply from August 2nd 2026 (see Article 113). According to the Act,

credit scoring and credit underwriting models are classified as high-risk AI systems (see Article

6(2) and Annex III, 5(b)). As such, they are subject to various transparency requirements

aimed at ensuring accountability and clarity in their operations. In addition to mandating

transparency towards deployers and the Commission,33 the Act imposes both ex-post (Article

86) and ex-ante (Article 71) disclosure requirements towards the general public. Article 71

specifies that the Commission will collect information from developers to set up and maintain

a database containing, among other things, a “description of the information used by the sys-

tem (data, inputs) and its operating logic” (see Annex VIII, Section A(6)). This information

should “accessible and publicly available in a user-friendly manner”.

My model suggests that the transparency requirements of the AI Act may impair the

credit market’s allocative efficiency in some cases, enabling gaming behavior and dispropor-

tionately harming privacy-concerned borrowers, somehow at odds with the regulator’s stated

32See Acquisti, Taylor, and Wagman (2016) for a general discussion and Morey, Forbath, and Schoop (2015),
or Armantier et al. (2021), or Prince and Wallsten (2022) for surveys.

33Credit scoring models should be explainable, that is they “should be designed and developed in such a way
as to ensure that their operation is sufficiently transparent to enable deployers to interpret a system’s output
and use it appropriately” (see Article 13). Moreover, models should be auditable, as the Commission can re-
quire firms to provide technical documentation including a general description of the AI model - including the
architecture, the number of parameters, the modality and format of inputs and outputs - and a detailed descrip-
tion of the elements of the model - including the design specifications, training process, training methodologies,
training techniques, design choices, assumptions made, what the model is designed to optimize for, training,
testing and validation datasets, their scope and main characteristics (see Article 91, Article 53, and Annex XI).
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commitment to privacy in frameworks like the GDPR. This finding enriches the current pol-

icy debate surrounding the AI Act by offering some high-level insights. First, it suggests

that the allocative efficiency of the impacted markets should not be overlooked. Currently,

the regulation’s core guiding principles — human oversight, accountability, safety, fairness

and non-discrimination — focus primarily on ethical and safety considerations, ignoring im-

plications for market efficiency. Second, an industry-based approach should complement the

existing risk-based, technology-neutral framework. In the finance industry, lenders’ preferences

for financial inclusion often conflict with social efficiency, leading to inefficient transparency

choices by financial institutions. The gap between social and private goals may be narrower

in other industries so an industry-based approach could help regulators better allocate limited

resources for more effective regulation. Third, regulations on algorithmic transparency should

be implemented in tandem with data privacy regulations, such as the GDPR. Algorithmic

transparency directly influences individuals’ privacy choices, making it essential to coordinate

both areas to ensure comprehensive protection for users.

My model also offers concrete recommendations for regulators, helping them establish

clearer guidance on compliance expectations within the financial services industry.

• Selective Transparency Algorithmic transparency should only be mandated when

a lender’s market power is significant enough to prompt borrowers’ hedging behavior

against opacity (e.g. for BigTechs) and for information for which borrowers have min-

imal privacy concerns (e.g. basic demographic information). When a lender’s market

power is limited, or privacy concerns are heightened, preserving opacity enhances market

efficiency.

• Operating Logic Regulators should clarify what is meant by an algorithm’s operat-

ing logic in Article 71. My model suggests that disclosing the direction in which data

influences predictions is an effective and practical approach to transparency. It can be

shown that revealing only the sign of λ to borrowers results in the same credit allocation

as disclosing its exact value. Intuitively, simply knowing whether higher values of a vari-

able are seen as good or bad news is sufficient to create a stigma around non-disclosure,

triggering unraveling forces. Providing more granular information about λ is sometimes

impractical, especially with complex machine learning models, while direction-based dis-

closure is feasible thanks to recent explainable AI techniques. This laxer requirement

would enable financial institutions to continue using high-performing algorithms without

compromising their screening ability. On the other hand, direction-based disclosure is

essential for achieving transparency. Leaving uncertainty about whether data signals

good or bad news prevents unraveling forces and activates hedging behavior, ultimately

preserving opacity.

• Access to the Database Regulators should require financial institutions to provide
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borrowers direct access to the database mentioned in Article 71 during loan applications,

or ideally, have lenders disclose the necessary information on their websites. In light of

my model, transparency can be more effectively achieved when borrowers understand the

algorithm’s operating logic at the time of the data-sharing decision, and when lenders

are aware that borrowers possess this information. Establishing the database without

ensuring borrowers are informed about it could lead to situations where only some bor-

rowers are aware of its existence, or where only a few are willing to bear the costs to

access the information. This would potentially create unequal access to the database,

leading some borrowers to operate under transparency while others under opacity and

complicating the lender’s equilibrium inference.

• Price for Data In addition to promoting transparency, regulators should encourage

financial institutions to implement measures for screening borrowers’ privacy types. This

perspective aligns with the ongoing debate about introducing a price for personal data

(see, e.g., Acquisti, Taylor and Wagman (2016)). In my model, within the transparency

regime, identifying whether a borrower is privacy-concerned or strategic would enable the

lender to extend credit to creditworthy privacy-concerned borrowers who might otherwise

be excluded from the market due to negative externalities (see Corollary 1). On the other

hand, unraveling forces would induce optimal, but sometimes inefficient, credit rationing

of strategic users. Hence, screening enhances lenders’ profits (net of agency rents) and

also improves social welfare when the first effect dominates (i.e. when privacy-concerned

borrowers are sufficiently numerous). Some financial institutions are already taking steps

in this direction. For instance, Auxmoney, a prominent German FinTech lender, features

what appears to be a menu of contractual terms on its website designed to encourage

disclosure from borrowers who are less concerned about privacy. The lender showcases

that sharing personal data with the platform may result in an average discount of e390

on a e5,000 loan, though interest rates could increase or applications might still be

declined (see Nam (2024)).

9 Conclusion

This paper studies whether credit risk algorithms should be transparent or opaque, consid-

ering their impact on borrowers’ data-sharing decisions. Transparency exposes the lender’s

model to gaming through strategic withholding of unfavorable information. Opacity mitigates

gaming but leads borrowers to withhold information as a hedge against the unpredictability

of the black box. The lender’s transparency choices are aimed at data extraction and are

influenced by the lender’s bargaining power, which affects borrowers’ hedging motives, as well

as borrowers’ privacy concerns that enhance their ability to game the system. These choices

often lead to inefficiencies due to the lender’s excessive inclination toward credit rationing.
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Surprisingly, algorithmic opacity is often socially efficient because it removes the stigma typ-

ically associated with non-disclosure, thereby promoting credit access for privacy-concerned,

creditworthy borrowers.

Several questions remain open for further research. First, the optimal transparency regime

may lie in between full transparency and full opacity. Second, the analysis may be extended

to data used in the monitoring process - rather than screening - or to more complex financial

contracts. Third, competition may influence the lender’s strategic choices of opacity. Lastly,

algorithmic opacity could be examined in other financial contexts, such as algorithmic trading

and portfolio management, as well as in other markets, including online ranking, targeted

marketing, health care, demand forecasting, and fraud detection.
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Appendix

Proof of Lemma 1. We proceed in 2 steps: Step 1 derives the lender’s estimate of the borrower’s quality

given data z, while Step 2 finds the optimal credit allocation.

Step 1. Given the DGP in Equation (1), the conditional pdf is

fλ(θ|z) =

 λ δ(θ − z) + (1− λ) if λ ≥ 0

|λ| δ(1− θ − z) + (1− |λ|) if λ < 0,

where

δ(t− z) ,

 ∞ if t− z = 0

0 if t− z 6= 0,
(18)

is the Dirac’s delta function, satisfying the following property:∫ s+a

s−a
f(t) δ(t− z) dt = f(z) ∀a > 0. (19)

When λ ≥ 0 we have

E(θ|z, λ) =

∫ 1

0
θfλ(θ|z) dθ

= λ

∫ 1

0
θ δ(θ − z) dθ + (1− λ)

∫ 1

0
θ dθ

= λz + (1− λ) 1
2 .

When λ < 0, performing similar computations, we get

E(θ|z, λ) = |λ|(1− z) + (1− |λ|) 1
2

= −λ (1− z) + (1 + λ) 1
2

= λ z + (1− λ) 1
2 .

Step 2. The first order conditions of the problem in Equation (5) are

φ
[
µλ(z)x− 1

]φ−1
µλ(z)

[
µλ(z)

(
X − x

)]1−φ
−
[
µλ(z)x− 1

]φ
(1− φ)

[
µλ(z)

(
X − x

)]−φ
µλ(z) = 0.

Moving the second addend on the right-hand side and dividing both sides by

(1− φ)
[
µλ(z)x− 1

]φ−1
µλ(z)

[
µλ(z)

(
X − x

)]1−φ
we get

φ

1− φ
=

µλ(z)x− 1

µλ(z)
(
X − x

) ,
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or equivalently

φ =
µλ(z)x− 1

µλ(z)X − 1
.

Solving for x we get the optimal interest rate

xλ(z) =
1

µλ(z)
+ φ

(
X − 1

µλ(z)

)
.

The lender provides credit only if her expected profits are strictly positive, i.e. only if

µλ(z)xλ(z)− 1 = φ
(
µλ(z)X − 1

)
> 0,

so the optimal credit rationing rule is

`λ(z) = 1

{
µλ(z) >

1

X

}
.

For future reference, I compute the lender’s expected profits, the borrower’s expected profits and ex-

pected social surplus at the optimum (plugging the optimal allocation in Equation (3) and Equation (4)

and taking expectation)

V L
λ (z) = `λ(z)

[
φ
(
µλ(z)X − 1

)]
,

V B
λ (z) = `λ(z)

[
(1− φ)

(
µλ(z)X − 1

)
+ b
]
,

Wλ(z) = `λ(z)
[
µλ(z)X − 1

]
.

(20)

�

Lemma A.1 (Credit Allocation following Data Withholding). Let Q , {z ∈ [0, 1] : m(z) = ∅} be the set

of borrowers that withhold data, the optimal credit allocation is

xλ(∅) =
1

µλ(∅)
+ φ

(
X − 1

µλ(∅)

)
,

`λ(∅) = 1

{
µλ(∅) >

1

X

}
.

(21)

where
µλ(∅) , λ z(π,Q) + (1− λ)12 ,

z(π,Q) , ω(π,Q)12 +
(
1− ω(π,Q)

)
E(θ|θ ∈ Q),

ω(π,Q) ,
π

π + (1− π) Pr(z ∈ Q)
.

(22)

Proof of Lemma A.1. We proceed in 2 steps: Step 1 derives the lender’s inference of the borrower’s

quality following data-withholding, Step 2 finds the optimal credit allocation.

Step 1. Let Q , {z ∈ [0, 1] : m(z) = ∅} be the set of borrowers that withhold data. Consider λ ≥ 0,
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and let

ω(π,Q) ,
π

π + (1− π) Pr(z ∈ Q)
,

be the posterior probability that data-withholding is non-strategic. The lender’s posterior beliefs over θ

given m = ∅ are:

fλ(θ|∅) = ω(π,Q)f(θ) +
(
1− ω(π,Q)

)
fλ(θ|z ∈ Q)

where f(θ) = 1 is the prior distribution of θ, while

fλ(θ|z ∈ Q) =
Pr
(
z ∈ Q|θ

)
f(θ)

Pr
(
z ∈ Q

) ,

=

∫
Q
λδ(θ − z) + (1− λ) dz

Pr
(
z ∈ Q

) ,

= λ
1{θ ∈ Q}
Pr(θ ∈ Q)

+ (1− λ)

is the posterior distribution given that data withholding is strategic (δ(θ − z) is the Dirac’s delta function

defined in Equation (18) and satisfying property in Equation (19)). The expected θ given data withholding

is

Eλ(θ|∅) =

∫ 1

0
θfλ(θ|∅)dθ,

=ω(π,Q)

∫ 1

0
θ dθ +

(
1− ω(π,Q)

) [
λ

∫
Q
θ

1

Pr(θ ∈ Q)
dθ + (1− λ)

∫ 1

0
θ dθ

]
,

=ω(π,Q)E(θ) +
(
1− ω(π,Q)

)[
λE(θ|θ ∈ Q) + (1− λ)E(θ)

]
,

=λ
[
ω(π,Q)12 +

(
1− ω(π,Q)

)
E(θ|θ ∈ Q)

]
+ (1− λ)12 , µλ(∅).

Consider now λ < 0. For some Q ⊆ [0, 1] and some y ∈ Q, let Qr , {1 − y|y ∈ Q} be the reflection of Q

over the axis y = 1
2 . The lender’s posterior beliefs over θ given m = ∅ are:

fλ(θ|∅) = ω(π,Q)f(θ) +
(
1− ω(π,Q)

)
fλ(θ|z ∈ Q)

where

fλ(θ|z ∈ Q) = |λ|1{1− θ ∈ Q}
Pr(z ∈ Q)

+ (1− |λ|),

= |λ| 1{θ ∈ Qr}
Pr(θ ∈ Qr)

+ (1− |λ|),
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so that the expected θ given data withholding is

E(θ|∅) = |λ|
[
ω(π,Q)12 +

(
1− ω(π,Q)

)
E(θ|θ ∈ Qr)

]
+ (1− |λ|)12 ,

= −λ
[
ω(π,Q)12 +

(
1− ω(π,Q)

)(
1− E(θ|θ ∈ Q)

)]
+ (1 + λ) 1

2 ,

= λ
[
ω(π,Q)12 +

(
1− ω(π,Q)

)
E(θ|θ ∈ Q)

]
+ (1− λ) 1

2 = µλ(∅).

Step 2. Suppose that after data withholding the lender provides credit, the interest rate solves:

max
x∈R

[
µλ(∅)x− 1

]φ[
µλ(∅)

(
X − x

)]1−φ
.

Proceeding as in Lemma 1 we get the optimal interest rate:

xλ(∅) ,
1

µλ(∅)
+ φ

(
X − 1

µλ(∅)

)
.

The lender provides credit only if her expected profits are strictly positive, i.e. only if:

`λ(∅) = 1

{
µλ(∅) >

1

X

}
.

For future reference, I compute the lender’s and borrower’s expected profits and expected social welfare at

the optimum, conditioning on m = ∅,

V L
λ (∅) = `λ(∅)

[
φ
(
µλ(∅)X − 1

)]
,

V B
λ (∅) = `λ(∅)

[
(1− φ)

(
µλ(∅)X − 1

)
+ b
]
,

Wλ(∅) = `λ(∅)
[
µλ(∅)X − 1

]
,

(23)

as well as the borrower’s expected profits conditional on z

V B
λ (∅, z) = `λ(∅)

[
(1− φ)µλ(z)

(
X − 1

µλ(∅)

)
+ b

]
. (24)

�

Proof of Proposition 1. Let Q , {z ∈ [0, 1] : m(z) = ∅} be the set of borrowers that withhold data, the

borrower’s utility from data sharing and withholding are respectively V B
λ (z) and V B

λ (∅, z) from Equation

(20) and Equation (24).

Consider first the case where λ = 0 and the allocation rule is independent of data. No matter the

data sharing strategy of the borrower there is credit provision at a flat interest rate, so that borrowers are

indifferent between data sharing and withholding. Assuming that indifferent borrowers withholds data,

the set of borrowers that withhold data is Q = [0, 1].
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Consider now λ > 0 and suppose that the set of borrowers that withhold data isQ = [0, q] with q ∈ (0, 1).

From Lemma A.1 we can compute the lender’s estimate of the borrower’s quality after data-withholding,

µλ(z(π, q)), where

z(π, q) =
π

π + (1− π)q

1

2
+

(
1− π

π + (1− π)q

)
q

2
,

as well as the optimal credit allocation. We want to find the borrower q that is indifferent between sharing

and withholding data. Suppose that q is such that the lender provides credit both after data sharing and

data withholding. If λ ∈ (0, λ) with λ = 1 − 2/X, this is the case for every z and z(π, q) (see Lemma 1

and the discussion that follows). If λ ∈ [λ, 1], this requires that q > r(λ) and z(π, q) > r(λ) (see Lemma

1 and Lemma A.1) where r(λ) is defined in Equation (8). Suppose that these conditions are satisfied, the

indifferent borrower has to get the same surplus, i.e.

(1− φ)
(
µλ(q)X − 1

)
+ b = (1− φ)µλ(q)

(
X − 1

µλ(∅)

)
+ b,

which simplifies to

q = z(π, q), (25)

and whose unique positive solution is

q =

√
π(1−

√
π)

1− π
, γ(π) ∈

(
0, 12
)
. (26)

Hence, when γ(π) > r(λ) the set of borrowers that withhold data is Q = [0, γ(π)]. When γ(π) ≤ r(λ),

withholding data leads to credit rationing, so that all the borrowers with z ∈ [0, r(λ)] are indifferent between

data sharing and withholding. Assuming that indifferent borrowers withhold data, the set of borrowers

that withhold data is Q = [0, r(λ)].

When λ ∈ [−1, 0), by a symmetric argument we have that when 1 − γ(π) < r(λ) the set of borrowers

that withhold is Q = [1− γ(π), 1], while when 1− γ(π) ≥ r(λ) it is Q = [r(λ), 1].

In summary, the equilibrium is described by the following data withholding set:

Q = G(λ, π) ,



[
0,max

{
r(λ); γ(π)

}]
if λ ∈ (0, 1],[

0, 1
]

if λ = 0,[
min

{
r(λ); 1− γ(π)

}
, 1
]

if λ ∈ [−1, 0),

where γ(π) and r(λ) are given respectively by Equation (26) and Equation (8). �

Proof of Proposition 2. We proceed in 2 steps. Step 1 builds the borrower’s expected utilities from

data sharing and data withholding. Step 2 finds the equilibrium disclosure strategy.

Step 1. The λ-lender’s allocation rule is described by Lemma 1, so the borrower’s expected utility
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form data sharing is

V B(z) =

∫ 1

−1
V B
λ (z)

1

2
dλ

where V B
λ (z) is defined in Equation (20). Let

λ̂(z) , r−1(z) =
1
2 −

1
X

1
2 − z

, (27)

be the inverse function of the rationing threshold defined in Equation (8). From Equation (7), we can

distinguish 3 sets of borrowers: i) borrowers with z ∈ [0, 1/X] are credit rationed whenever λ ≥ λ̂(z); ii)

borrowers with z ∈ (1/X, 1− 1/X) get credit for every λ ∈ [−1, 1]; and iii) borrowers with z ∈ [1− 1/X, 1]

are credit rationed whenever λ ≤ λ̂(z). Thus, the borrower’s expected surplus from data sharing can be

rewritten as

V B(z) =



∫ λ̂(z)

−1

[
(1− φ)

(
µλ(z)X − 1

)
+ b
] 1

2
dλ if z ∈

[
0,

1

X

]
∫ 1

−1

[
(1− φ)

(
µλ(z)X − 1

)
+ b
] 1

2
dλ if z ∈

(
1

X
, 1− 1

X

)
∫ 1

λ̂(z)

[
(1− φ)

(
µλ(z)X − 1

)
+ b
] 1

2
dλ if z ∈

[
1− 1

X
, 1

]
,

(28)

or, equivalently, as

V B(z) =



p(z)
[
(1− φ)

(
µ−(z)X − 1

)
+ b

]
if z ∈

[
0,

1

X

]
(1− φ)

(
1
2X − 1

)
+ b if z ∈

(
1

X
, 1− 1

X

)
(
1− p(z)

)[
(1− φ)

(
µ+(z)X − 1

)
+ b

]
if z ∈

[
1− 1

X
, 1

]
,

(29)

where

p(z) , Pr
(
λ ≤ λ̂(z)

)
=
λ̂(z) + 1

2
,

µ−(z) , E
(
µλ(z)

∣∣∣λ ≤ λ̂(z)
)

=
−1 + λ̂(z)

2
z +

(
1− −1 + λ̂(z)

2

)
1

2
,

µ+(z) , E
(
µλ(z)

∣∣∣λ ≥ λ̂(z)
)

=
λ̂(z) + 1

2
z +

(
1− λ̂(z) + 1

2

)
1

2
.

Let Q , {z ∈ [0, 1] : m(z) = ∅} be the set of borrowers that withhold data, the λ-lender’s estimate of

the borrower’s quality µλ(∅) and the optimal allocation rule
(
`λ(∅), xλ(∅)

)
is given by Lemma A.1. The
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borrower’s expected utility form data withholding is

V B(∅, z) =

∫ 1

−1
V B
λ (∅, z)

1

2
dλ,

where V B
λ (∅, z) is defined in Equation (24). Proceeding as above we get the borrower’s expected surplus

from data withholding

V B(∅, z) =



∫ λ̂(z(π,Q))

−1

[
(1− φ)µλ(z)

(
X − 1

µλ(∅)

)
+ b

]
1

2
dλ if z(π,Q) ∈

[
0,

1

X

]
∫ 1

−1

[
(1− φ)µλ(z)

(
X − 1

µλ(∅)

)
+ b

]
1

2
dλ if z(π,Q) ∈

(
1

X
, 1− 1

X

)
∫ 1

λ̂(z(π,Q))

[
(1− φ)µλ(z)

(
X − 1

µλ(∅)

)
+ b

]
1

2
dλ if z(π,Q) ∈

[
1− 1

X
, 1

]
.

Step 2. First, consider the case φ ≥ 1− 2b. Suppose Q = [0, 1], from Lemma A.1 (Equation (22)) we

can compute the λ-lender’s estimate of the borrower’s quality following data withholding to get

µλ(∅) = z(π,Q) =
1

2
∈
(

1

X
, 1− 1

X

)
(30)

for all λ ∈ [−1, 1]. It follows that the borrower’s utility from data withholding simplifies to (suppressing

the dependency of z)

V B(∅) = (1− φ)(12X − 1) + b (31)

for all z ∈ [0, 1].

We want to show that V B(∅) ≥ V B(z) for all z ∈ [0, 1]. Note that V B(z) is continuous, symmetric

around z = 1/2, constant and equal to V B(∅) for z ∈ (1/X, 1− 1/X), and convex for z ∈ [0, 1/X] ∪ [1−
1/X, 1]. To show the convexity of V B(z) over z ∈ [0, 1/X] note that its first derivative in this region is

∂V B(z)

∂z
= λ̂′(z)

[
(1− φ)

(
µ
λ̂(z)

(z)X − 1
)

+ b
]1

2
+ (1− φ)X

1

2

∫ λ̂(z)

−1
λdλ,

= λ̂′(z)b
1

2
+ (1− φ)X

1

2

∫ λ̂(z)

−1
λ dλ,

where the first line uses Leibnitz integral rule, and the second line follows from the fact that

µ
λ̂(z)

(z) =
1

2
+

1
2 −

1
X

1
2 − z

(
z − 1

2

)
=

1

X
;
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while the second derivative is

∂2V B(z)

∂z2
= λ̂′′(z)b

1

2
+ (1− φ)X

1

2
λ̂′(z)λ̂(z) > 0,

since
λ̂(z) > 0,

λ̂′(z) =
1
2 −

1
X(

1
2 − z

)2 =
1

1
2 − z

λ̂(z) > 0,

λ̂′′(z) = 2
1
2 −

1
X(

1
2 − z

)3 = 2
1

1
2 − z

λ̂′(z) > 0,

because every z ∈ [0, 1
X ] is strictly below 1

2 since by assumption 1 we have 1
X < 1

2 . By symmetry, V B(z) is

also convex over [1− 1
X , 1].

It follows that Q = [0, 1] is the equilibrium data-withholding set if borrowers with extreme z ∈ 0, 1 weakly

prefers to withhold data. By symmetry of V B(z) it is sufficient that

V B(∅) = (1− φ)

(
1

2
X − 1

)
+ b ≥

(
1− 1

X

)[
(1− φ)

((
1 +

1

X

)
1

2
X − 1

)
+ b

]
= V B(0).

This inequality simplifies to φ ≥ 1− 2b, the parameters space we are considering.

Note also that any other putative equilibrium data withholding set of the form Q = [0, q] ∪ [1 − q, 1]

with q ∈ (0, 1/2) would lead to the estimated borrower’s quality in Equation (30) and yield the profits in

Equation (31) to a borrower withholding data, so that every borrower with z ∈ (q, 1− q) would deviate to

data withholding.

Consider now φ < 1 − 2b and suppose Q = [q, 1 − q] with q ∈ (0, 1/X). From Lemma A.1 (Equation

(22)) the λ-lender’s estimate of the borrower’s quality and the borrower’s profits following data withholding

are still given by Equation (30) and Equation (31), but for φ < 1− 2b the borrower with z = 0 (and z = 1)

strictly prefers to share data, as Equation (9) is not satisfied. The indifferent borrower q has to obtain the

same expected surplus from both strategies, i.e.

V B(∅) = (1− φ)

(
1

2
X − 1

)
+ b = p(q)

[
(1− φ)

(
µ−(q)X − 1

)
+ b

]
= V B(q),

whose unique solution lower than 1/X is

q =
1

X

(
1− 2b

(1− φ)

)
∈
(
0, 1

X

)
. (32)

By the symmetry of V B(z), we also have V B(∅) = V B(1− q).
Since q > 0 if and only if φ < 1−2b, the equilibrium can be compactly described by the data withholding

set:

Q = H(b, φ) , [η(b, φ), 1− η(b, φ)],
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where

η(b, φ) , max

{
0,

1

X

(
1− 2b

1− φ

)}
. (33)

�

Proof of Proposition 3. We proceed in 4 steps: Step 1 and Step 2 derive the lender’s expected profits

when the lender employs a transparent and an opaque algorithm, respectively; Step 3 studies the graph of

the lender’s profits as a function of π; Step 4 compares the graphs.

Preliminaries. Consider a data sharing strategy of the form

mQ(z) =

 ∅ if z ∈ Q

z if z /∈ Q,

where Q ∈ {G(λ, π),H(b, φ)} is the data-withholding set induced by a specific transparency regime, and

where G(λ, π) and H(b, φ) are defined in Proposition 1 and Proposition 2, respectively. The lender’s

equilibrium profits from a transparency regime τ ∈ {T,O} inducing a data-withholding set Q are:

V L
τ (π) ,

1

2

∫ 1

−1
V L
Q (π, λ) dλ,

=

∫ 1

0
V L
Q (π, λ) dλ,

(34)

where

V L
Q (π, λ) , πV L

λ (∅) + (1− π)

∫ 1

0
V L
λ

(
mQ(z)

)
dz, (35)

V L
λ (z) and V L

λ (∅) are defined in Equation (20) and Equation (23), while the second line of Equation

(34) follows from the lender’s profit function being even in λ.

Step 1. Consider the lender’s profits with a transparent algorithm.

If λ = 0 data is not used by the allocation rule and borrowers withhold data, i.e. G(λ, π) = [0, 1], thus

the lender’s expected profits are equal to

V L
G (π, 0) = φ

(
1
2X − 1

)
.

Now consider λ ∈
(
0, λ̂
(
γ(π)

))
where λ̂(·) is defined in Equation (27). For these parameter values we

either have that the allocation rule does not use data to ration credit (when λ ∈ (0, λ)), or the allocation rule

rations credit but borrowers escape rationing by withholding data since r(λ) < γ(π) (i.e. λ ∈
[
λ, λ̂(γ(π)

)
).
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In both cases G(λ, π) = [0, γ(π)] (see Proposition 1). The lender’s profits are:

V L
G (π, λ) =

(
π + (1− π)γ(π)

)
φ
(
µλ(∅)X − 1

)
+ (1− π)

∫ 1

γ(π)
φ
(
µλ(z)X − 1

)
dz,

=
(
π + (1− π)γ(π)

)
φ
(
µλ(∅)X − 1

)
+

+ (1− π)(1− γ(π))φ
(
µλ

(
γ(π)+1

2

)
X − 1

)
,

= φ
(
1
2X − 1

)
,

where the last line follows from the fact that, in equilibrium, µλ(∅) = λγ(π) + (1 − λ)12 (see Proposition

1, Equation (25) and Equation (26)), and

(
π + (1− π)γ(π)

)
γ(π) + (1− π)(1− γ(π))

γ(π) + 1

2
=

1

2
.

Lastly, consider λ ∈
[
λ̂(γ(π)), 1

]
. We have r(λ) ≥ γ(π) and G(λ, π) = [r(λ), 1], since borrowers that

withhold data are credit rationed `λ(∅) = 0. The lender’s profits are:

V L
G (π, λ) = (1− π)

∫ 1

r(λ)
φ
(
µλ(z)X − 1

)
dz.

Note that λ̂
(
γ(π)

)
< 1 if and only if γ(π) < 1/X , i.e. if π <

( 1
X

1− 1
X

)2
∈ (0, 1), hence letting

λ̃(π) , min
{
λ̂
(
γ(π)

)
, 1
}
,

and integrating VG(π, λ) over λ we get the ex-ante expected profits from a transparent algorithm:

V L
T (π) = λ̃(π)φ

(
1
2X − 1

)
+ (1− π)

∫ 1

λ̃(π)

∫ 1

r(λ)
φ
(
µλ(z)X − 1

)
dz dλ. (36)

Step 2. Consider the lender’s profits when with an opaque algorithm when φ < 1−2b, i.e. η(b, φ) > 0.

If λ ∈ [0, λ), where λ = 1−2/X, data is not used to ration credit, hence the lender’s profits conditional

on λ are:
V L
H (π, λ) =

(
π + (1− π)

(
1− 2η(b, φ)

))
φ
(
µλ(∅)X − 1

)
+

+ (1− π)

[∫ η(b,φ)

0
φ
(
µλ(z)X − 1

)
dz +

∫ 1

1−η(b,φ)
φ
(
µλ(z)X − 1

)
dz

]
,

=
(
π + (1− π)

(
1− 2η(b, φ)

))
φ
(
µλ(∅)X − 1

)
+

+ (1− π)η(b, φ)φ
[
µλ

(
η(b,φ)

2

)
X − 1 + µλ

(
2−η(b,φ)

2

)
X − 1

]
,

= φ
(
1
2X − 1

)
,
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where the last line follows from the fact that in equilibrium µλ(∅) = 1
2 (see Proposition 2, Equation (30))

and

µλ

(
η(b,φ)

2

)
X − 1 + µλ

(
2−η(b,φ)

2

)
X − 1 = 2

(
1
2X − 1

)
.

Consider next λ ∈ [λ, λ̂(η(b, φ))] where λ̂(·) is defined in Equation (27). For these parameters we

have r(λ) ≤ η(b, φ), so that some of the borrowers sharing data are credit rationed. The lender’s profits

conditional on λ are:

V L
H (π, λ) = πφ

(
µλ(∅)X − 1

)
+

+ (1− π)

∫ η(b,φ)

0
1{z > r(λ)}φ

(
µλ(z)X − 1

)
dz+

+ (1− π)
[ ∫ 1−η(b,φ)

η(b,φ)
φ
(
µλ(∅)X − 1

)
dz +

∫ 1

1−η(b,φ)
φ
(
µλ(z)X − 1

)
dz
]
,

= πφ
(
1
2X − 1

)
+ (1− π)

∫ 1

r(λ)
φ
(
µλ(z)X − 1

)
dz,

where the fourth line follows from the fact that:∫ 1−η(b,φ)

η(b,φ)
φ
(
µλ(∅)X − 1

)
dz =

∫ 1−η(b,φ)

η(b,φ)
φ
(
1
2X − 1

)
dz

=

∫ 1−η(b,φ)

η(b,φ)
φ
(
µλ(z)X − 1

)
dz.

(37)

Lastly, consider λ ∈ (λ̂(η(b, φ)), 1], that is parameters such that r(λ) > η(b, φ) and all the borrowers

that share data z < η(b, φ) are credit rationed. The lender’s profits are:

V L
H (π, λ) = πφ

(
µλ(∅)X − 1

)
+

+ (1− π)
[ ∫ 1−η(b,φ)

η(b,φ)
φ
(
µλ(∅)X − 1

)
dz +

∫ 1

1−η(b,φ)
φ
(
µλ(z)X − 1

)
dz
]
,

= πφ
(
1
2X − 1

)
+ (1− π)

∫ 1

η(b,φ)
φ
(
µλ(z)X − 1

)
dz,

where the third line follows from Equation (37).

Integrating V L
H (b, φ) over λ, we get the lender’s ex-ante expected profits from an opaque algorithm are:

V L
O (π) = λφ

(
1
2X − 1

)
+

+

∫ λ̂(η(b,φ))

λ
πφ
(
1
2X − 1

)
+ (1− π)

∫ 1

r(λ)
φ
(
µλ(z)X − 1

)
dz dλ+

+

∫ 1

λ̂(η(b,φ))
πφ
(
1
2X − 1

)
+ (1− π)

∫ 1

η(b,φ)
φ
(
µλ(z)X − 1

)
dz dλ.

(38)
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Note that when φ ≥ 1−2b we have η(b, φ) = 0 and λ̂(η(b, φ)) = λ, hence the lender’s profits from Equation

(38) simplifies to V L
O (π) = φ

(
1
2X − 1

)
.

Step 3. We now study the graph of the lender’s profits in Equation (36) and Equation (38). For

an arbitrary function y : (0, 1) → R, we will use the simplified notation y(0) = limπ→0 y(π) and y(1) =

limπ→1 y(π) to denote the limiting values of y(π) as π approaches 0 and 1, respectively.

First, since λ̃(1) = 1 and λ̃(0) = λ, we have that

V L
O (1) = V L

T (1) = φ
(
1
2X − 1

)
,

and

V L
T (0)− V L

O (0) = −
∫ 1

λ̂(η(b,φ))

∫ r(λ)

η(b,φ)
φ
(
µλ(z)X − 1

)
dz dλ > 0,

where this uses the fact that (
1
2X − 1

)
=

∫ 1

0

(
µλ(z)X − 1

)
dz, (39)

and the inequality follows from the fact that the integrand is negative for z ≤ r(λ).

Second, V L
O (π) is flat and equal to φ

(
1
2X − 1

)
= V O

L (1) if φ ≥ 1 − 2b (i.e. when η(b, φ) = 0 and

λ̂(η(b, φ)) = λ) and is strictly decreasing if φ < 1− 2b (i.e. when η(b, φ) > 0 and λ̂(η(b, φ)) > λ), since

∂V L
O

∂π
=

∫ λ̂(η(b,φ))

λ
φ
(
1
2X − 1

)
−
∫ 1

r(λ)
φ
(
µλ(z)X − 1

)
dz dλ+

+

∫ 1

λ̂(η(b,φ))
φ
(
1
2X − 1

)
−
∫ 1

η(b,φ)
φ
(
µλ(z)X − 1

)
dz dλ,

=

∫ 1

λ

∫ min{r(λ),η(b,φ)}

0
φ
(
µλ(z)X − 1

)
dz dλ < 0,

where the third line follows from Equation (39) and the fact that r(λ) ≥ η(b, φ) if and only if λ ≥ λ̂(η(b, φ)),

while the inequality follows from the integrand being negative for z ≤ r(λ).

Third, V L
T (π) is flat and equal to φ

(
1
2X − 1

)
= V L

T (1) if π ≥
(
1
X /(1−

1
X )
)2 ∈ (0, 1) (i.e. when λ̃(π) = 1)

and is strictly decreasing for π <
(
1
X /(1−

1
X )
)2

(i.e. when λ̃(π) = λ̂(γ(π)) < 1). To prove that V L
T (π) is

decreasing for π <
(
1
X /(1−

1
X )
)2

, rewrite it as

V L
T (π) = λ̂(γ(π))φ

(
1
2X − 1

)
+ (1− π)

∫ 1

λ̂(γ(π))
K(λ) dλ

where

K(λ) ,
∫ 1

r(λ)
φ
(
µλ(z)X − 1

)
dz,

= (1− r(λ))φ
(
µλ

(
r(λ)+1

2

)
X − 1

)
,

(40)
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and µλ(·) is defined in Equation (2). The first derivative of V L
T (π) is:

∂V L
T

∂π
= λ̂′(γ(π))γ′(π)

[
φ
(
1
2X − 1

)
− (1− π)K

(
λ̂(γ(π))

)]
−
∫ 1

λ̂(γ(π))
K(λ)dλ,

= −
∫ 1

λ̂(γ(π))
K(λ)dλ < 0,

(41)

where the first line uses Leibnitz integral rule, the second line follows from the term in square brackets

being nil, while the inequality follows from the fact that the integrand Equation (40) is strictly positive

for z > r(λ). To see that the term in square brackets in the first line of Equation (41) is nil, substitute

λ̂(γ(π)) in Equation (40) and note that

r
(
λ̂(γ(π))

)
= γ(π), (42)

since λ̂(·) = r−1(·) by definition (see Equation (27)), implying that

µ
λ̂(γ(π))

(
r(λ̂(γ(π)))+1

2

)
X − 1 =

(
λ̂(γ(π))

γ(π) + 1

2
+
(
1− λ̂(γ(π))

)1

2

)
X − 1,

=
(
1
2X − 1

)
+

1

2
λ̂(γ(π))γ(π)X,

=
(
1
2X − 1

)
+

√
π

1−
√
π

(
1
2X − 1

)
> 0;

(43)

hence the term in square brackets in Equation (41) simplifies to

φ

[(
1
2X − 1

)
− (1− π)(1− γ(π))

((
1
2X − 1

)
+

√
π

1−
√
π

(
1
2X − 1

))]
= 0,

since (1− π)(1− γ(π)) = 1−
√
π.

Step 4. Let

π̂(b, φ) ,

π ∈
0,

(
1
X

1− 1
X

)2
∣∣∣∣∣V L

T (π) = V L
O (π) whenφ < 1− 2b

 (44)

be the π that solves V L
T (π) = V L

O (π) where V L
T (π) is given by Equation (36) with λ̃(π) = λ̂(γ(π)), while

V L
O (π) is given by Equation (38) with η(b, φ) > 0. From the shapes of V L

T (π) and V L
O (π) described in Step

3, it follows that:

• if φ ≥ 1− 2b, we have

• V L
T (π) > V L

O (π) for π <
(
1
X /(1−

1
X )
)2

,

• V L
T (π) = V L

O (π) for π ≥
(
1
X /(1−

1
X )
)2

,

• if φ < 1− 2b, we have

56



• V L
T (π) > V L

O (π) for π < π̂(b, φ),

• V L
T (π) = V L

O (π) for π = π̂(b, φ),

• V L
T (π) < V L

O (π) for π > π̂(b, φ).

�

Proof of Lemma 2. Given a risk bucket ri, the lender allocates credit as described in Lemma 1. In

particular, expected credit quality is

E(θ|ri) = λ
zi−1 + zi

2
+ (1− λ)12 , µλ (ri) ,

while the allocation rule is:

xλ(ri) =
1

µλ(ri)
+ φ

(
X − 1

µλ(ri)

)
,

`λ(ri) = 1

{
µλ(ri) >

1

X

}
.

Suppose λ > 0, the welfare-optimal data segmentation solves:

max
Z

n∑
i=1

(zi − zi−1) `λ(ri)
[
µλ (ri)X − 1 + b

]
.

By the revelation principle, we can pool all the potential risk buckets ri inducing the same credit provision

decision in a unique signal and interpret signals as incentive-compatible action recommendations. The

planner’s problem simplifies to:

max
z1∈[0,1]

(1− z1)
[
µλ
(
z1+1
2

)
X − 1 + b

]
s.t. µλ

(
z1+1
2

)
>

1

X

µλ
(
0+z1
2

)
≤ 1

X
.

(45)

The objective function is concave and the first order condition is solved for

z1 =
1

2
− 1

λ

(
1

2
− 1

X

)
− b

λX
= r(λ)− b

λX
,

which is positive as long as b ≤ 1− 1
2(1− λ)X. One can easily show that the constraints are satisfied for

z1 = max

{
r(λ)− b

λX
, 0

}
,

hence this is the solution of the problem in Equation (45) for λ > 0.
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For λ < 0, relabeling action recommendations, we get

z1 = min

{
r(λ)− b

λX
, 1

}
.

When λ = 0, data segmentation is irrelevant for both the social planner and the lender. �

Proof of Proposition 4. We proceed in 3 steps: Step 1 derives the social welfare when the lender employs

a transparent and an opaque algorithm; Step 2 studies the graph of social welfare in the two regimes as a

function of π; Step 3 compares the graphs.

Preliminaries. Consider a data sharing strategy of the form

mQ(z) =

 ∅ if z ∈ Q

z if z /∈ Q,

where Q ∈ {G(λ, π),H(b, φ)} is the data-withholding set induced by a specific transparency regime, and

where G(λ, π) and H(b, φ) are defined in Proposition 1 and Proposition 2, respectively. The equilibrium

social welfare from a transparency regime τ ∈ {T,O} inducing a data-withholding set Q is:

Wτ (π) ,
1

2

∫ 1

−1
WQ(π, λ) dλ,

=

∫ 1

0
WQ(π, λ) dλ,

(46)

where

WQ(π, λ) , πWλ(∅) + (1− π)

∫ 1

0
Wλ

(
mQ(z)

)
dz, (47)

Wλ(z) and Wλ(∅) are defined in Equation (20) and Equation (23), while the second line of Equation

(46) follows from the social surplus function being even in λ.

Step 1. Proceeding as in Step 1 and Step 2 of Proposition 3, we get the social welfare from a transparent

and an opaque algorithm. These are, respectively

WT (π) = λ̃(π)

(
1

2
X − 1 + b

)
+ (1− π)

∫ 1

λ̃(π)

∫ 1

r(λ)

(
µλ(z)X − 1 + b

)
dz dλ, (48)

and

WO(π) = λ

(
1

2
X − 1 + b

)
+

+

∫ λ̂(η(b,φ))

λ

[
π

(
1

2
X − 1 + b

)
+ (1− π)

∫ 1

r(λ)

(
µλ(z)X − 1 + b

)
dz

]
dλ+

+

∫ 1

λ̂(η(b,φ))

[
π

(
1

2
X − 1 + b

)
+ (1− π)

∫ 1

η(b,φ)

(
µλ(z)X − 1 + b

)
dz

]
dλ.

(49)
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Step 2. We now study the graph of the lender’s profits in Equation (48) and Equation (49).

Step 2a. We first evaluate WT (π) and WO(π) when π approaches 0 and 1. For an arbitrary function

y : (0, 1) → R, we will use the simplified notation y(0) = limπ→0 y(π) and y(1) = limπ→1 y(π) to denote

the limiting values of y(π) as π approaches 0 and 1, respectively.

First, since λ̃(1) = 1 and λ̃(0) = λ, we have that

WO(1) = WT (1) = 1
2X − 1 + b,

and, using Equation (39)

WO(0)−WT (0) =

∫ 1

λ̂
(
η(b,φ)

) ∫ r(λ)

η(b,φ)
µλ(z)X − 1 + b dz dλ , Z(b, φ). (50)

The sign of Z(b, φ) depends on its arguments. Rewrite this function as

Z(b, φ) =

∫ 1

λ̂
(
η(b,φ)

) Y (b, φ, λ) dλ

where

Y (b, φ, λ) ,
∫ r(λ)

η(b,φ)
µλ(z)X − 1 + b dz. (51)

Note that Z(b, φ) is continuous, constant in φ for φ ≥ 1− 2b (i.e. when η(b, φ) = 0 and λ̂(η(b, φ)) = λ) and

equal to

Z−(b) ,
∫ 1

λ

∫ r(λ)

0
µλ(z)X − 1 + b dz dλ, (52)

while it is strictly decreasing in φ for φ < 1− 2b, since

∂Z

∂φ
= −∂λ̂

∂η

∂η

∂φ
Y
(
b, φ, λ̂

(
η(b, φ)

))
+

∫ 1

λ̂
(
η(b,φ)

) ∂Y
∂φ

dλ,

=

∫ 1

λ̂
(
η(b,φ)

) ∂Y
∂φ

dλ,

=
2b

X(1− φ)2

∫ 1

λ̂
(
η(b,φ)

) µλ(η(b, φ)
)
X − 1 + b dλ,

=
2b

X(1− φ)2
(
1− λ̂(η(b, φ))

) [( λ̂(η(b,φ))+1
2 η(b, φ) +

(
1− λ̂(η(b,φ))+1

2

) 1

2

)
X − 1 + b

]
,

=
2b

X(1− φ)2
(
1− λ̂(η(b, φ))

) [( 1

X
− b

(1− φ)X

)
X − 1 + b

]
< 0,

(53)

where the first line uses the Leibnitz integral rule, the second lines follows from the fact that Y
(
b, φ, λ̂

(
η(b, φ)

))
=

0 since r
(
λ̂
(
η(b, φ)

))
= η(b, φ) because of Equation (42), while the inequality follows from the fact that the
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term in square brackets is strictly negative.

Moreover, Z(b, φ) is strictly increasing in b. This is obvious when φ ≥ 1−2b and Z(b, φ) = Z−(b), while

for φ < 1− 2b we have

∂Z

∂b
= −∂λ̂

∂η

∂η

∂b
Y
(
b, φ, λ̂(η(b, φ))

)
+

∫ 1

λ̂(η(b,φ))

[
−∂η
∂b

(
µλ(η(b, φ))X − 1 + b

)
+

∫ r(λ)

η(b,φ)
dz

]
dλ,

=
2

X(1− φ)

∫ 1

λ̂(η(b,φ))

[
µλ(η(b, φ))X − 1 + b

]
dλ+

∫ 1

λ̂(η(b,φ))

∫ r(λ)

η(b,φ)
dz dλ,

=
2

X(1− φ)

[(
1− λ̂(η(b, φ))

)(
1
2X − 1 + b+

λ̂(η(b, φ)) + 1

2
η(b, φ)

)]
+

∫ 1

λ̂(η(b,φ))

∫ r(λ)

η(b,φ)
dz dλ > 0,

(54)

where the first lines uses Leibnitz integral rule, the second lines follows from Y
(
φ, λ̂

(
η(b, φ)

))
= 0 since

r
(
λ̂
(
η(b, φ)

))
= η(b, φ) because of Equation (42), while the inequality in the last line follows from the

following facts: i) the term in square brackets is positive because λ̂(η(b, φ)) ∈ (0, 1) and 1
2X − 1 > 0 by

Assumption 1; and ii) the double integral is positive since for λ > λ̂(η(b, φ)) we have r(λ) > η(b, φ).

Moreover, note that Z(0, φ) = 0 since λ̂(η(0, φ)) = 1, and that Z−(b) > 0 if and only if b > b◦(X) where

b◦(X) , −

∫ 1

λ

∫ r(λ)

0
µλ(z)X − 1 dz dλ∫ 1

λ

∫ r(λ)

0
dz dλ

∈
(
1
4 ,

1
3

)
. (55)

Let

φ◦(b) ,

{
φ ∈ (0, 1− 2b)

∣∣∣∣∣Z(b, φ) whenφ < 1− 2b

}
(56)

be the φ that solves Z(b, φ) = 0 where Z(b, φ) is given by Equation (50) with η(b, φ) > 0.

It follows that:

• if b > b◦(X), then Z(b, φ) > 0 for every φ ∈ (0, 1);

• if b = b◦(X), then Z(b, φ) > 0 for φ ∈ (0, 1− 2b) and Z(b, φ) = 0 for φ ∈ [1− 2b, 1);

• if b < b◦(X), then Z(b, φ) > 0 if φ ∈ (0, φ◦(b)), Z(b, φ) = 0 if φ = φ◦(b), and Z(b, φ) < 0 if

φ ∈ (φ◦(b), 1).

Step 2b. We now study the graph of WT (π) and WO(π) over the interior of the interval (0, 1).

First, note that WO(π) is flat and equal to 1
2X − 1 + b = WO(1) if φ ≥ 1 − 2b (i.e. when η(b, φ) = 0
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and λ̂(η(b, φ)) = λ) and is strictly decreasing if φ < 1− 2b (i.e. when η(b, φ) > 0 and λ̂(η(b, φ)) > λ) since

∂WO

∂π
=

∫ λ̂(η(b,φ))

λ

[(
1
2X − 1 + b

)
−
∫ 1

r(λ)
µλ(z)X − 1 + b dz

]
dλ+

+

∫ 1

λ̂(η(b,φ))

[(
1
2X − 1 + b

)
−
∫ 1

η(b,φ)
µλ(z)X − 1 + b dz

]
dλ,

=

∫ 1

λ

∫ min{r(λ),η(b,φ)}

0

[
µλ(z)X − 1 + b

]
dz dλ,

<

∫ 1

λ

∫ η(b,φ)

0

[
µλ(z)X − 1 + b

]
dz dλ,

= (1− λ)η(b, φ)

[(
λ+ 1

2

η(b, φ)

2
+

(
1− λ+ 1

2

)
1

2

)
X − 1 + b

]
< 0

(57)

where the third line follows from Equation (39) and the fact that r(λ) ≥ η(b, φ) if and only if λ ≥ λ̂(η(b, φ)),

while the last inequality follows from the fact that the term in square brackets is strictly negative. To see

this note that the term in square brackets is linear in b; it is increasing in b for φ < 1/X and equal to

−1/2 + (1− φ)/2 < 0 for the highest value of b among the parameters considered, i.e. b = (1− φ)/2; it is

decreasing in b for φ > 1/X and equal to −1/(2X) for the lowest value of b, i.e. b = 0; it is constant in b

for φ = 1/X and equal to −1/(2X) < 0.

Second, note that WT (π) is flat and equal to 1
2X − 1 + b = WT (1) if π ≥

(
1
X /(1−

1
X )
)2 ∈ (0, 1) (i.e.

when λ̃(π) = 1) and is strictly convex for π <
(
1
X /(1−

1
X )
)2

(i.e. when λ̃(π) = λ̂(γ(π)) < 1) approaching

the flat part from below. To prove that WT (π) is convex for π <
(
1
X /(1−

1
X )
)2

and approaches the flat

part from below, rewrite it as

WT (π) = λ̂(γ(π))
[
1
2X − 1 + b

]
+ (1− π)

∫ 1

λ̂(γ(π))
H(λ) dλ

where

H(λ) ,
∫ 1

r(λ)

[
µλ(z)X − 1 + b

]
dz,

= (1− r(λ))
[
µλ

(
r(λ)+1

2

)
X − 1 + b

]
.

(58)

The first derivative of WT (π) is :

∂WT

∂π
= λ̂′(γ(π))γ′(π)

[(
1
2X − 1 + b

)
− (1− π)H

(
λ̂(γ(π))

)]
−
∫ 1

λ̂(γ(π))
H(λ) dλ,

= λ̂′(γ(π))γ′(π)
[
1− (1− π)(1− γ(π))

]
b−

∫ 1

λ̂(γ(π))
H(λ) dλ,

=
λ

(1−
√
π)2

b−
∫ 1

λ̂(γ(π))
H(λ) dλ,
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where the first line uses the Leibnitz integral rule, the second line follows from plugging λ̂(γ(π)) in Equation

(58) and using Equation (42) and Equation (43) and the fact that (1− π)(1− γ(π)) = 1−
√
π, while the

last line follows from the fact that

λ̂′(γ(π))γ′(π) =
λ√

π(1−
√
π)2

> 0,

(1− π)(1− γ(π)) = 1−
√
π.

(59)

Note that the left derivative of WT (π) at π =
(
1
X /(1−

1
X )
)2

is

∂WT

∂π
∣∣∣π=( 1

X
1− 1

X

)2 =
λ(

1−
1
X

1− 1
X

)2 b > 0, (60)

since λ̂(γ(π)) = 1 for π =
(
1
X /(1−

1
X )
)2

.

The second derivative of WT (π) is

∂2WT

∂π2
=

λ√
π(1−

√
π)3

b + λ̂′(γ(π))γ′(π)H
(
λ̂(γ(π))

)
,

=
λ√

π(1−
√
π)2

[
b

(
1

1−
√
π

+ 1− γ(π)

)
+ (1− γ(π))

(
1
2X − 1

)(
1 +

√
π

1−
√
π

)]
> 0,

(61)

where the first line follows from the Leibnitz integral rule, the second line follows from plugging λ̂(γ(π))

in Equation (58) and using Equation (42), Equation (43) and Equation (59), while the inequality follows

from the fact that each of the term within the square brackets is strictly positive.

Step 3. Let

π◦(b, φ) ,

π ∈
0,

(
1
X

1− 1
X

)2
∣∣∣∣∣WT (π) = WO(π) whenφ < 1− 2b

 (62)

be the π that solves WT (π) = WO(π) where WT (π) is given by Equation (48) with λ̃(π) = λ̂(γ(π)), while

WO(π) is given by Equation (49) with η(b, φ) > 0. π◦(b, φ) is increasing in φ and decreasing in b.

Let

π◦(b) ,

π ∈
0,

(
1
X

1− 1
X

)2
∣∣∣∣∣WT (π) = WO(π) whenφ ≥ 1− 2b

 (63)

be the π that solves WT (π) = WO(π) where WT (π) is given by Equation (48) with λ̃(π) = λ̂(γ(π)), while

WO(π) is given by Equation (49) with η(b, φ) = 0. π◦(b) is decreasing in b.

From the shapes of WT (π) and WO(π) described in Step 2, it follows that:

• if b ≤ b◦(X) where b◦(X) is defined in Equation (55), we have that
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• if φ ∈ (0, φ◦(b)) with φ◦(b) defined in Equation (56), we have WO(π) > WT (π) for every π ∈ (0, 1),

• if φ ∈ [φ◦(b), 1− 2b), we have that

∗ WO(π) > WT (π) for π ∈ (π◦(b, φ), 1), where π◦(b, φ) is defined in Equation (62),

∗ WO(π) ≤WT (π) for π ∈ (0, π◦(b, φ)],

• if φ ∈ [1− 2b, 1), we have that

∗ WO(π) = WT (π) if π ∈
[(

1
X /(1−

1
X )
)2
, 1
)

,

∗ WO(π) > WT (π) if π ∈
(
π◦(b),

(
1
X /(1−

1
X )
)2)

, where π◦(b) is defined in Equation (63),

∗ WO(π) ≤WT (π) if π ∈ (0, π◦(b)(b)],

• if b > b◦(X), we have that

• if φ ∈ (0, 1− 2b) we have WO(π) > WT (π) for every π ∈ (0, 1),

• if φ ∈ [1− 2b, 1) we have that

∗ WO(π) = WT (π) if π ∈
[(

1
X /(1−

1
X )
)2
, 1
)

,

∗ WO(π) > WT (π) if π ∈
(

0,
(
1
X /(1−

1
X )
)2)

.

�

Proof of Proposition 5. We proceed in 4 steps: Step 1 derives the privacy-concerned borrowers’ ex-

ante surplus when the lender employs a transparent and an opaque algorithm, Step 2 compares their

surplus across regimes, Step 3 derives the strategic borrowers’ ex-ante surplus when the lender employs a

transparent and an opaque algorithm, Step 4 compares their surplus across regimes.

Preliminaries. Consider the strategic borrower’s data sharing strategy of the form

mQ(z) =

 ∅ if z ∈ Q

z if z /∈ Q,

where Q ∈ {G(λ, π),H(b, φ)} is the data-withholding set induced by a specific transparency regime, and

where G(λ, π) and H(b, φ) are defined in Proposition 1 and Proposition 2, respectively.

The privacy-concerned borrower’s ex-ante equilibrium surplus from a transparency regime τ ∈ {T,O}
inducing a data-withholding set Q is:

V B,p
τ (z) ,

1

2

∫ 1

−1
V B
λ (∅, z) dλ,

=

∫ 1

0
V B
λ (∅, z) dλ,

(64)

where V B
λ (∅, z) is defined in Equation (24), while the second line of Equation (64) follows from the

borrower’s profit function being even in λ.

The strategic borrower’s ex-ante equilibrium surplus from a transparency regime τ ∈ {T,O} inducing a
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data-withholding set Q is:

V B,s
τ (z) ,

1

2

∫ 1

−1
V B
λ (mQ(z), z) dλ, (65)

V B
λ (z, z) = V B

λ (z) is defined in Equation (20) while V B
λ (∅, z) is defined in Equation (24).

Step 1. Proceeding as in Step 1 and Step 2 of Proposition 3, we get the privacy-concerned borrowers’

surpluses from a transparent and an opaque algorithm. These are, respectively:

V B,p
T (z) =

∫ λ̃(π)

0
(1− φ)µλ(z)

(
X − 1

µλ(γ(π))

)
+ b dλ (66)

and

V B,p
O (z) =

∫ 1

0
(1− φ)µλ(z)

(
X − 1

µλ(12)

)
+ b dλ (67)

Step 2. Note that the integrand in Equation (67) is strictly bigger than the integrand in Equation (66)

since when λ > 0 we have µλ(12) > µλ(γ(π)) as γ(π) < 1
2 . Moreover, both integrands are strictly positive

and λ̃(π) ≤ 1. It follows that V B,p
O (z) > V B,p

T (z).

Step 3. We now compute the ex-ante surplus of strategic borrowers, conditional on z.

When the lender uses a transparent algorithm, the set of borrowers that withhold data is Q = G(λ, π),

given in Proposition 1. We can distinguish three types of borrowers:

• Borrowers with z ∈ [0, γ(π)] withhold information when λ > 0 and obtain credit only if r(λ) < γ(π),

i.e. if λ < λ̂(γ(π)), while they are denied credit when λ ≥ λ̂(γ(π)). If γ(π) > 1
X they always obtain

credit, i.e. λ̂(γ(π)) > 1. Moreover, they disclose information and obtain credit whenever λ < 0. It

follows that their surplus conditional on λ is

V B
λ (mQ(z), z) =


(1− φ)µλ(z)

(
X − 1

µλ(z)

)
+ b if λ ∈ [−1, 0)

1
{
λ < λ̃(π)

} [
(1− φ)µλ(z)

(
X − 1

µλ(γ(π))

)
+ b

]
if λ ∈ [0, 1],

where λ̃(π) = min{λ̂(γ(π)), 1}.

• Borrowers with z ∈ [1−γ(π), 1] withhold information when λ < 0 and obtain credit only if 1−γ(π) <

r(λ), i.e. if λ > −λ̂(γ(π)), while they are denied credit when λ ≤ −λ̂(γ(π)). If 1 − γ(π) < 1 − 1
X

they always obtain credit and −λ̂(γ(π)) < −1. Moreover, they disclose information and obtain credit

whenever λ > 0. It follows that their surplus conditional on λ is

V B
λ (mQ(z), z) =


1
{
λ > −λ̃(π)

} [
(1− φ)µλ(z)

(
X − 1

µλ(1− γ(π))

)
+ b

]
if λ ∈ [−1, 0)

(1− φ)µλ(z)

(
X − 1

µλ(z)

)
+ b if λ ∈ [0, 1].
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• Borrowers with z ∈ (γ(π), 1−γ(π)) disclose information and obtain credit only if z > r(λ) when λ > 0

and when z < r(λ) when λ < 0, that is when λ ∈ (λ−(z), λ+(z)), where

λ−(z) ,


−1 if z ∈

[
0, 1− 1

X

]
λ̂(z) if z ∈

(
1− 1

X
, 1

]
,

λ+(z) ,


λ̂(z) if z ∈

[
0,

1

X

)
1 if z ∈

[
1

X
, 1

]
.

(68)

It follows that their surplus conditional on λ is

V B
λ (mQ(z), z) = 1

{
λ ∈ (λ−(z), λ+(z))

}[
(1− φ)µλ(z)

(
X − 1

µλ(z)

)
+ b

]
.

Integrating over λ as in Equation (65), we can write the strategic borrowers’ ex-ante surplus under trans-

parency as

V B,s
T (z) =



∫ 0

−1

[
µλ(z)(1− φ)

(
X − 1

µλ(z)

)
+ b

]
1

2
dλ +

+

∫ λ̃(π)

0

[
µλ(z)(1− φ)

(
X − 1

µλ(γ(π))

)
+ b

]
1

2
dλ

if z ∈
[
0, γ(π)

]

∫ λ+(z)

λ−(z)

[
µλ(z)(1− φ)

(
X − 1

µλ(z)

)
+ b

]
1

2
dλ if z ∈

(
γ(π), 1− γ(π)

)
∫ 0

−λ̃(π)

[
µλ(z)(1− φ)

(
X − 1

µλ(1− γ(π))

)
+ b

]
1

2
dλ +

+

∫ 1

0

[
µλ(z)(1− φ)

(
X − 1

µλ(z)

)
+ b

]
1

2
dλ

if z ∈
[
1− γ(π), 1

]
,

= V B(z) +OB(z, π) ≥ V B(z),

(69)

where V B(z) is the expected borrower’s surplus from full disclosure and is defined in Equation (28) while
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OB(z, π) ,



∫ λ̂(z)

0
µλ(z)(1− φ)

(
1

µλ(z)
− 1

µλ(γ(π))

)
1

2
dλ +

+

∫ λ̃(π)

λ̂(z)

[
µλ(z)(1− φ)

(
X − 1

µλ(γ(π))

)
+ b

]
1

2
dλ

if z ∈
[
0, γ(π)

]

0 if z ∈
(
γ(π), 1− γ(π)

)
∫ λ̂(z)

−λ̃(π)

[
µλ(z)(1− φ)

(
X − 1

µλ(1− γ(π))

)
+ b

]
1

2
dλ +

+

∫ 0

λ̂(z)
µλ(z)(1− φ)

(
1

µλ(z)
− 1

µλ(1− γ(π))

)
1

2
dλ

if z ∈
[
1− γ(π), 1

]
,

(70)

with OB(z, π) > 0 for z ∈ [0, γ(π)) ∪ (1 − γ(π), 1] since every integrand is positive as we have that i)

µλ(γ(π)) > µλ(z) for λ > 0, which also implies that µλ(γ(π))X − 1 > µλ(z)X − 1 > 0 for λ > λ̂(z), and ii)

µλ(1−γ(π)) > µλ(z) for λ < 1, which also implies that µλ(1−γ(π))X−1 > µλ(z)X−1 > 0 for λ < −λ̂(z).

When the lender uses an opaque algorithm, the set of borrowers that withhold data is Q = H(b φ),

given in Proposition 2. Borrowers with z ∈ [0, η(b, φ)) share data and obtain credit only if λ < λ̂(z),

borrowers with z ∈ (1 − η(b, φ), 1] share data and obtain credit only if λ > λ̂(z), instead borrowers with

z ∈ [η(b, φ), 1− η(b, φ)] withhold data and always obtain credit. Integrating over λ as in Equation (65), we

can write the strategic borrowers’ surplus under opacity as

V B,s
O (z) =



∫ λ̂(z)

−1

[
µλ(z)(1− φ)

(
X − 1

µλ(z)

)
+ b

]
1

2
dλ if z ∈

[
0, η(b, φ)

)
∫ 1

−1

[
µλ(z)(1− φ)

(
X − 1

1
2

)
+ b

]
1

2
dλ if z ∈

[
η(b, φ), 1− η(b, φ)

]
∫ 1

λ̂(z)

[
µλ(z)(1− φ)

(
X − 1

µλ(z)

)
+ b

]
1

2
dλ if z ∈

(
1− η(b, φ), 1

]
,

= max
{
V B(z), V B(∅)

}
(71)

where V B(z) is the expected borrower’s surplus from full disclosure defined in Equation (28) while V B(∅)

is the expected borrower’s surplus from no disclosure defined in Equation (31).

Step 4. Let

∆B,s(z) , V B,s
T (z)− V B,s

O (z)

be the difference between the strategic borrower’s surplus with a transparent and an opaque algorithm.

We now study the sign of ∆B,s(z), for z ≤ 1
2 . The analysis is symmetric for z ≥ 1

2 . We distinguish 2 cases.

Case 1 (φ ≥ 1− 2b). For φ ≥ 1− 2b we have η(b, φ) = 0.
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Consider first π ≥ π̂(X) where

π̂(X) ,

(
1
X

1− 1
X

)2

∈ (0, 1). (72)

For these parameter values we have γ(π) ≥ 1
X , so λ̃(π) = 1 and λ−(z) = −1 for all z > γ(π) and λ+(z) = 1

for all z < 1− γ(π). Noting that the second piece of Equation (71) can be rewritten as

∫ 1

−1

[
µλ(z)(1− φ)

(
X − 1

1
2

)
+ b

]
1

2
dλ =

∫ 1

−1

[
µλ(z)(1− φ)

(
X − 1

µλ(z)

)
+ b

]
1

2
dλ (73)

we have

∆B,s(z) =


∫ 1

0
µλ(z)(1− φ)

(
1

µλ(z)
− 1

µλ(γ(π))

)
1

2
dλ if z ∈ [0, γ(π)]

0 if z ∈ (γ(π), 12 ].

(74)

This is weakly positive and strictly so for z ∈ [0, γ(π)) since µλ(γ(π)) > µλ(z) for λ > 0.

Consider now π < π̂(X), that is γ(π) < 1
X so that λ̃(π) = λ̂(γ(π)) < 1 and λ+(z) ≤ 1 and λ−(z) ≥ −1.

Using again Equation (73) we get

∆B,s(z) =



∫ λ̂(γ(π))

0

[
µλ(z)(1− φ)

(
X − 1

µλ(γ(π))

)
+ b

]
1

2
dλ +

−
∫ 1

0

[
µλ(z)(1− φ)

(
X − 1

µλ(z)

)
+ b

]
1

2
dλ

if z ∈ [0, γ(π)]

−
∫ 1

λ̂(z)

[
µλ(z)(1− φ)

(
X − 1

µλ(z)

)
+ b

]
1

2
dλ if z ∈

(
γ(π), 1

X

)
0 if z ∈

[
1
X ,

1
2

]
.

(75)

The sign of ∆B,s(z) depends on the value of π and z.

First, for z ∈ (γ(π), 1
X ) we have ∆B,s(z) < 0. To see this note that for z ∈ (γ(π), 1

X ) we have

V B,s
T (z) = V B(z) where V B(z) is the borrowers’ expected utility from data sharing under an opaque

algorithm and is defined in Equation (28) while V B,s
O (z) = V B(∅) where V B(∅) is the borrowers’ utility

from data withholding under an opaque algorithm defined in Equation (31). It follows that ∆B,s(z) =

V B(z)− V B(∅) < 0 since for φ ≥ 1− 2b it is strictly optimal to withhold data for z ∈ [0, 1
X ) as shown in

Proposition 2.

Second, for z ∈ [0, γ(π)] we have that ∆B,s(z) is strictly decreasing in z since its first-order derivative

on that interval is

∂∆B,s

∂z
=

1

2
(1− φ)X

[(∫ λ̂(γ(π))

0
λdλ−

∫ 1

0
λdλ

)
−
∫ λ̂(γ(π))

0
λ

1

X

1

µλ(γ(π))
dλ

]
< 0, (76)
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since the term in brackets is negative as λ̂(γ(π)) < 1 while the integrand in the second addend is strictly

positive.

Third, for z ∈ [0, γ(π)] we have that ∆B,s(z) is strictly increasing in π since

∂∆B,s

∂π
= λ̂′(γ(π))γ′(π)

[
µ
λ̂(γ(π))

(z)(1− φ)

(
X − 1

µ
λ̂(γ(π))

)
+ b

]
1

2
+

+

∫ λ̂(γ(π))

0
(1− φ)

µλ(z)(
µλ(γ(π))

)2λγ′(π) dλ

= λ̂′(γ(π))γ′(π)
1

2
b+

∫ λ̂(γ(π))

0
(1− φ)

µλ(z)(
µλ(γ(π))

)2λγ′(π) dλ > 0,

(77)

where the first and second lines use Leibnitz integral rule, the last line follows from the fact that

µ
λ̂(γ(π))

=
1

2
+

1
2 −

1
X

1
2 − γ(π)

(
γ(π)− 1

2

)
=

1

X
,

while the inequality follows from Equation (59) and the fact that the integrand is positive since γ′(π) > 0.

Forth, since we are considering π ∈ (0, π̂(X)) we can evaluate ∆B,s(0) at its extreme values of π to get

lim
π→0

∆B,s(0) = −
∫ 1

λ

[
(1− φ)

(
µλ(0)X − 1

)
+ b
]1

2
dλ < 0

lim
π→

(
1
X /
(
1− 1

X

))2 ∆B,s(0) =

∫ 1

0
µλ(0)(1− φ)

(
1

µλ(0)
− 1

µλ( 1
X )

)
1

2
dλ > 0.

(78)

Since ∆B,s(0) is strictly increasing in π (see Equation (77)), there exists a threshold π∗(b, φ) ∈ (0, π̂(X))

such that ∆B,s(0) < 0 if and only if π < π∗(b, φ). Let this threshold be defined as

π∗(b, φ) ,

{
π ∈

(
0, π̂(X)

)∣∣∣∣∣∆B,s(0) = 0

}
. (79)

Since ∆B,s(z) is strictly decreasing in z (see Equation (76)), if π < π∗(b, φ) then ∆B,s(z) < 0 for every

z ∈ [0, γ(π)]. Instead, since ∆B,s(z) is strictly decreasing in z for z ∈ [0, γ(π)] and strictly increasing in π,

when π ≥ π∗(b, φ), there exists an increasing threshold z∗(π) such that ∆B,s(z) < 0 if and only if z > z∗(π).

Let this threshold be defined as

z∗(π) ,

{
z ∈ (0, γ(π))

∣∣∣∣∣∆B,s(z) = 0 for z ∈ [0, γ(π)]

}
. (80)

In summary, by symmetry of ∆B,s(z) around z = 1
2 , when φ ≥ 1− 2b we have that:

• if π ∈ (0, π∗(b, φ)), where π∗(b, φ) is defined in Equation (79), we have

• V B,s
T (z) < V B,s

O (z) for z ∈ [0, 1
X ) ∪ (1− 1

X , 1], and

68



• V B,s
T (z) = V B,s

O (z) for z ∈ [ 1
X , 1−

1
X ];

• if π ∈ [π∗(b, φ), π̂(X)), where π̂(X) is defined in Equation (72), we have

• V B,s
T (z) > V B,s

O (z) for z ∈ [0, z∗(π))∪ (1− z∗(π), 1], where z∗(π) is defined in Equation (80), and

• V B,s
T (z) < V B,s

O (z) for z ∈ (z∗(π), 1
X ) ∪ (1− z∗(π), 1− 1

X ), and

• V B,s
T (z) = V B,s

O (z) for z ∈ [ 1
X , 1−

1
X ] ∪ {z∗(π), 1− z∗(π)},

• if π ∈ [π̂(X), 1) we have

• V B,s
T (z) > V B,s

O (z) for z ∈ [0, γ(π)) ∪ (1− γ(π), 1], and

• V B,s
T (z) = V B,s

O (z) for z ∈ [γ(π), 1− γ(π)].

Case 2 (φ < 1− 2b). For φ < 1− 2b we have η(b, φ) > 0.

Consider π ≥ π̂(X) where π̂(X) is defined in Equation (72), so that we have γ(π) ≥ 1
X and λ̃(π) = 1

and λ−(z) = −1 for all z > γ(π) and λ+(z) = 1 for all z < 1− γ(π). Using Equation (73), we have

∆B,s(z) =



∫ λ̂(z)

0
µλ(z)(1− φ)

(
1

µλ(z)
− 1

µλ(γ(π))

)
1

2
dλ +

+

∫ λ̃(π)

λ̂(z)

[
µλ(z)(1− φ)

(
X − 1

µλ(γ(π))

)
+ b

]
1

2
dλ

if z ∈ [0, η(b, φ))

∫ 1

0
µλ(z)(1− φ)

(
1

µλ(z)
− 1

µλ(γ(π))

)
1

2
dλ if z ∈ [η(b, φ), γ(π)]

0 if z ∈ (γ(π), 12).

(81)

This is weakly positive and strictly so for z ∈ [0, γ(π)). To see this note that this ∆B,s(z) is the same as in

Equation (74) for z ≥ η(b, φ), and we already prove that ∆B,s(z) > 0 for z ∈ [η(b, φ), γ(π)) after Equation

(74). For z ∈ [0, η(b, φ)) note that ∆B,s(z) = OB,s(z) > 0, where OB,s(z) is defined in Equation (70).

Consider now π ∈ [π∗∗(b, φ), π̂(X)) where

π∗∗(b, φ) ,

(
η(b, φ)

1− η(b, φ)

)2

∈ (0, π̂(X)). (82)

For these parameter values we have η(b, φ) ≤ γ(π) < 1
X so that λ̃(π) = λ̂(γ(π)) < 1 and λ+(z) ≤ 1 and
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λ−(z) ≥ −1. Using again Equation (73) we get

∆B,s(z) =



∫ λ̂(z)

0
µλ(z)(1− φ)

(
1

µλ(z)
− 1

µλ(γ(π))

)
1

2
dλ +

+

∫ λ̃(π)

λ̂(z)

[
µλ(z)(1− φ)

(
X − 1

µλ(γ(π))

)
+ b

]
1

2
dλ

if z ∈ [0, η(b, φ))

∫ λ̂(γ(π))

0

[
µλ(z)(1− φ)

(
X − 1

µλ(γ(π))

)
+ b

]
1

2
dλ +

−
∫ 1

0

[
µλ(z)(1− φ)

(
X − 1

µλ(z)

)
+ b

]
1

2
dλ

if z ∈ [η(b, φ), γ(π)]

−
∫ 1

λ̂(z)

[
µλ(z)(1− φ)

(
X − 1

µλ(z)

)
+ b

]
1

2
dλ if z ∈

(
γ(π), 1

X

)
0 if z ∈

[
1
X ,

1
2

]
.

(83)

Note that this ∆B,s(z) is the same as in Equation (75) for z ≥ η(b, φ). We already proved that ∆B,s(z) < 0

for z ∈ (γ(π), 1
X ) (see the discussion following Equation (75)). For z ∈ [0, η(b, φ)) we have ∆B,s(z) =

OB,s(z) > 0 where OB,s(z) is defined in Equation (70). Since ∆B,s(z) is continuous (as it is the difference

of two continuous functions), decreasing in z for z ∈ [η(b, φ), γ(π)] (see Equation (76) for z ∈ [0, γ(π)]) and

increasing in π for z ∈ [η(b, φ), γ(π)] (see Equation (77)) there exists an increasing z∗(π) ∈ [η(b, φ), γ(π)]

defined in Equation (80) such that ∆B,s(z) < 0 if and only if z > z∗(π).

Consider now π < π∗∗(b, φ) so that γ(π) < η(b, φ). Using again Equation (73) we get

∆B,s(z) =



∫ λ̂(z)

0
µλ(z)(1− φ)

(
1

µλ(z)
− 1

µλ(γ(π))

)
1

2
dλ +

+

∫ λ̃(π)

λ̂(z)

[
µλ(z)(1− φ)

(
X − 1

µλ(γ(π))

)
+ b

]
1

2
dλ

if z ∈ [0, γ(π)]

0 if z ∈ (γ(π), η(b, φ))

−
∫ 1

λ̂(z)

[
µλ(z)(1− φ)

(
X − 1

µλ(z)

)
+ b

]
1

2
dλ if z ∈

[
η(b, φ), 1

X

)
0 if z ∈

[
1
X ,

1
2

]
.

(84)

Once again ∆B,s(z) = OB,s(z) > 0 for z ∈ [0, γ(π)], where OB,s(z) is defined in Equation (70).

Moreover, ∆B,s(z) < 0 for z ∈ [η(b, φ), 1
X ), since in this interval we have V B,s

T (z) = V B(z) where V B(z) is

the borrowers’ expected utility from data sharing under an opaque algorithm and is defined in Equation

(28) while V B,s
O (z) = V B(∅) where V B(∅) is the borrowers’ utility from data withholding under an opaque
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algorithm defined in Equation (31). It follows that ∆B,s(z) = V B(z)−V B(∅) < 0 since for z ∈ [η(b, φ), 1
X )

it is strictly optimal to withhold data as shown in Proposition 2.

In summary, by symmetry of ∆B,s(z) around z = 1
2 , when φ < 1− 2b we have that:

• if π ∈ (0, π∗∗(b, φ)), where π∗∗(b, φ) is defined in Equation (82), we have

• V B,s
T (z) > V B,s

O (z) for z ∈ [0, γ(π)) ∪ (1− γ(π), 1], and

• V B,s
T (z) = V B,s

O (z) for z ∈ [γ(π), η(b, φ)) ∪ [ 1
X , 1−

1
X ] ∪ (1− η(b, φ), 1− γ(π)], and

• V B,s
T (z) < V B,s

O (z) for z ∈ [η(b, φ), 1
X ) ∪ (1− 1

X , 1− η(b, φ)];

• if π ∈ [π∗∗(b, φ), π̂(X)), where π̂(X) is defined in Equation (72), we have

• V B,s
T (z) > V B,s

O (z) for z ∈ [0, z∗(π))∪ (1− z∗(π), 1], where z∗(π) is defined in Equation (80), and

• V B,s
T (z) < V B,s

O (z) for z ∈ (z∗(π), 1
X ) ∪ (1− z∗(π), 1− 1

X ), and

• V B,s
T (z) = V B,s

O (z) for z ∈ [ 1
X , 1−

1
X ] ∪ {z∗(π), 1− z∗(π)},

• if π ∈ [π̂(X), 1) we have

• V B,s
T (z) > V B,s

O (z) for z ∈ [0, γ(π)) ∪ (1− γ(π), 1], and

• V B,s
T (z) = V B,s

O (z) for z ∈ [γ(π), 1− γ(π)].

Considering both Case 1 (φ ≥ 1 − 2b) and Case 2 (φ < 1 − 2b) we can determine a threshold z?(π)

such that the surplus of a strategic borrower with data z is strictly higher under transparency if and only

if z ∈ [0, z?(π)) ∪ (1− z?(π), 1]. This threshold is

z?(π) ,




0 if π ∈

(
0, π∗(b, φ)

)
z∗(π) if π ∈

[
π∗(b, φ), π̂(X)

)
γ(π) if π ∈

[
π̂(X), 1

) if φ ≥ 1− 2b,


γ(π) if

(
0, π∗∗(b, φ)

)
z∗(π) if

[
π∗∗(b, φ), π̂(X)

)
γ(π) if

[
π̂(X), 1

) if φ < 1− 2b,

(85)

where π∗(b, φ), π̂(X) and π∗∗(b, φ) are defined in Equations (79), (72) and (82), respectively, while z∗(π)

and γ(π) are defined in Equations (80) and (12). �

Proof of Proposition 6. We proceed in 3 steps: Step 1 derives the borrower’s surplus when the lender

employs a transparent and an opaque algorithm, Step 2 studies the graph of the borrower’s surplus as a

function of π; Step 3 compares the graphs.

Preliminaries. Consider a data sharing strategy of the form

mQ(z) =

 ∅ if z ∈ Q

z if z /∈ Q,
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where Q ∈ {G(λ, π),H(b, φ)} is the data-withholding set induced by a specific transparency regime, and

where G(λ, π) and H(b, φ) are defined in Proposition 1 and Proposition 2, respectively. The borrower’s

equilibrium surplus from a transparency regime τ ∈ {T,O} inducing a data-withholding set Q is:

V B
τ (π) ,

1

2

∫ 1

−1
V B
Q (π, λ) dλ,

=

∫ 1

0
V B
Q (π, λ) dλ,

(86)

where

V B
Q (π, λ) , πV B

λ (∅) + (1− π)

∫ 1

0
V B
λ

(
mQ(z)

)
dz, (87)

V B
λ (z) and V B

λ (∅) are defined in Equation (20) and Equation (23), while the second line of Equation

(86) follows from the borrower’s profit function being even in λ.

Step 1. Proceeding as in Step 1 and Step 2 of Proposition 3, we get the borrower’s surpluses from a

transparent and an opaque algorithm. These are, respectively:

V B
T (π) = λ̃(π)

[
(1− φ)

(
1
2X − 1

)
+ b
]

+

+ (1− π)

∫ 1

λ̃(π)

∫ 1

r(λ)
(1− φ)

(
µλ(z)X − 1

)
+ b dz dλ

(88)

and

V B
O (π) = λ

[
(1− φ)

(
1
2X − 1

)
+ b
]

+

+

∫ λ̂(η(b,φ))

λ
π
[
(1− φ)

(
1
2X − 1

)
+ b
]

+ (1− π)

∫ 1

r(λ)
(1− φ)

(
µλ(z)X − 1

)
+ b dz dλ+

+

∫ 1

λ̂(η(b,φ))
π
[
(1− φ)

(
1
2X − 1

)
+ b
]

+ (1− π)

∫ 1

η(b,φ)
(1− φ)

(
µλ(z)X − 1

)
+ b dz dλ.

(89)

Step 2. We now study the graphs of the borrower’s surplus in Equation (88) and Equation (89).

For an arbitrary function y : (0, 1) → R, we will use the simplified notation y(0) = limπ→0 y(π) and

y(1) = limπ→1 y(π) to denote the limiting values of y(π) as π approaches 0 and 1, respectively.

First, since λ̃(1) = 1 and λ̃(0) = λ, we have that

V B
O (1) = V B

T (1) = (1− φ)
(
1
2X − 1

)
+ b,
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and

V B
O (0)− V B

T (0) =

∫ 1

λ̂
(
η(b,φ)

) ∫ r(λ)

η(b,φ)

[
(1− φ) (µλ(z)X − 1) + b

]
dz dλ,

=

∫ 1

λ̂
(
η(b,φ)

) (r(λ)− η(b, φ)
) [

(1− φ)
(
µλ

(
η(b,φ)+r(λ)

2

)
X − 1

)
+ b

]
dλ > 0,

(90)

where µλ(·) is defined in Equation (2) and the first lines uses Equation (39). To prove the inequality in

Equation (90), notice that λ̂
(
η(b, φ)

)
< 1 for b > 0 and the integrand in the last line is positive since

r(λ) ≥ η(b, φ) for λ ≥ λ̂
(
η(b, φ)

)
and the term in square brackets is positive if

η(b, φ) + r(λ)

2
≥ 1

2
− 1

λ

(
1

2
− 1

X

)
− 1

λ

1

X

b

1− φ
= r(λ)− 1

λ

1

X

b

1− φ
,

which reduces to λ ≤ 1 when η(b, φ) > 0 (i.e. when 1
X

(
1− 2b/(1− φ)

)
> 0) and to λ ≤ 1− 2 1

X

(
1− 2b

1−φ

)
when η(b, φ) = 0 (i.e. when 1

X

(
1− 2b/(1− φ)

)
≤ 0), and are both satisfied.

Second, notice that V B
O (π) is flat and equal to (1 − φ)

(
1
2X − 1

)
+ b = V B

O (1) if φ ≥ 1 − 2b (i.e.

when η(b, φ) = 0 and λ̂(η(b, φ)) = λ) and is strictly decreasing if φ < 1 − 2b (i.e. when η(b, φ) > 0 and

λ̂(η(b, φ)) > λ), since

∂V B
O

∂π
=

∫ λ̂(η(b,φ))

λ

[
(1− φ)

(
1
2X − 1

)
+ b
]
−
∫ 1

r(λ)
(1− φ)

(
µλ(z)X − 1

)
+ b dz dλ+

+

∫ 1

λ̂(η(b,φ))

[
(1− φ)

(
1
2X − 1

)
+ b
]
−
∫ 1

η(b,φ)
(1− φ)

(
µλ(z)X − 1

)
+ b dz dλ,

=

∫ 1

λ

∫ min{r(λ),η(b,φ)}

0

[
(1− φ) (µλ(z)X − 1) + b

]
dz dλ,

<

∫ 1

λ

∫ η(b,φ)

0

[
(1− φ) (µλ(z)X − 1) + b

]
dz dλ,

= (1− λ)η(b, φ)

[
(1− φ)

((
λ+ 1

2

η(b, φ)

2
+

(
1− λ+ 1

2

)
1

2

)
X − 1

)
+ b

]
< 0,

(91)

where the third line follows from Equation (39) and the fact that r(λ) ≥ η(b, φ) if and only if λ ≥ λ̂(η(b, φ)),

while the last inequality reduces to φ < 1− 2b, the parameter values considered.

Third, V B
T (π) is flat and equal to (1−φ)

(
1
2X − 1

)
+b = V B

T (1) if π ≥
(
1
X /(1−

1
X )
)2 ∈ (0, 1) (i.e. when

λ̃(π) = 1) and is strictly convex for π <
(
1
X /(1−

1
X )
)2

(i.e. when λ̃(π) = λ̂(γ(π)) < 1) approaching the

flat part from below. To prove that V B
T (π) is convex and approaches the flat part from below, rewrite it as

V B
T (π) = λ̂(γ(π))

[
(1− φ)

(
1
2X − 1

)
+ b
]

+ (1− π)

∫ 1

λ̂(γ(π))
G(λ) dλ
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where

G(λ) ,
∫ 1

r(λ)
(1− φ)

(
µλ(z)X − 1

)
+ b dz,

= (1− r(λ))
[
(1− φ)

(
µλ

(
r(λ)+1

2

)
X − 1

)
+ b
]
.

(92)

The first derivative of V B
T (π) is :

∂V B
T

∂π
= λ̂′(γ(π))γ′(π)

[
(1− φ)

(
1
2X − 1

)
+ b− (1− π)G

(
λ̂(γ(π))

)]
−
∫ 1

λ̂(γ(π))
G(λ) dλ,

= λ̂′(γ(π))γ′(π)
[
1− (1− π)(1− γ(π))

]
b−

∫ 1

λ̂(γ(π))
G(λ) dλ,

=
λ

(1−
√
π)2

b−
∫ 1

λ̂(γ(π))
G(λ) dλ,

where the first line uses the Leibnitz integral rule, the second line follows from plugging λ̂(γ(π)) in Equation

(92) and using Equation (42) and Equation (43), while the last line follows from the fact that

λ̂′(γ(π))γ′(π) =
λ√

π(1−
√
π)2

> 0,

(1− π)(1− γ(π)) = 1−
√
π.

(93)

Note that the left derivative of V B
T (π) at π =

(
1
X /(1−

1
X )
)2

is

∂V B
T

∂π
∣∣∣π=( 1

X
1− 1

X

)2 =
λ(

1−
1
X

1− 1
X

)2 b > 0, (94)

since λ̂(γ(π)) = 1 for π =
(
1
X /(1−

1
X )
)2

.

The second derivative of V B
T (π) is

∂2V B
T

∂π2
=

λ√
π(1−

√
π)3

b + λ̂′(γ(π))γ′(π)G
(
λ̂(γ(π))

)
,

=
λ√

π(1−
√
π)2

[
b
(

1
1−
√
π

+ 1− γ(π)
)

+ (1− φ)
(
1
2X − 1

)(
1 +

√
π

1−
√
π

)]
> 0,

(95)

where the first line follows from Leibnitz integral rule, while the second line follows from plugging λ̂(γ(π))

in Equation (92) and using Equation (42), (43) and Equation (93).

Step 3. From the shapes of V B
T (π) and V B

O (π) described above, it follows that:

• if φ ≥ 1− 2b, we have

• V B
O (π) > V B

T (π) for π <
(
1
X /(1−

1
X )
)2

,

• V B
O (π) = V B

T (π) for π ≥
(
1
X /(1−

1
X )
)2

,
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• if φ < 1− 2b we have V B
O (π) > V B

T (π) for every φ ∈ (0, 1).

�

Appendix B

This section provides closed form expressions of variables that can be observed by econometricians, such

as the amount of data shared and overall credit provision.

Proposition A.1 (Observables). The amount of data shared in equilibrium with a transparent and an

opaque algorithm are, respectively:

ST (π,X) = (1− π)

[
λ̃(π)

(
1− γ(π)

)
+

∫ 1

λ̃(π)

(
1− r(λ)

)
dλ

]
,

SO(π,X, b, φ) = (1− π)2η(b, φ);

(96)

while the levels of credit provision under transparency and opacity are, respectively:

IT (π,X) = λ̃(π) + (1− π)

∫ 1

λ̃(π)

∫ 1

r(λ)
dz dλ,

IO(π,X, b, φ) = π + (1− π)

[
λ+

∫ 1

λ

∫ 1

min{r(λ),η(b,φ)}
dz dλ

]
.

(97)

Proof of Proposition A.1. Consider a data sharing strategy of the form

mQ(z) =

 ∅ if z ∈ Q,

z if z /∈ Q,

where Q ∈ {G(λ, π),H(b, φ)} is the data-withholding set induced by a specific transparency regime, and

where G(λ, π) and H(b, φ) are defined in Proposition 1 and Proposition 2, respectively.

The ex-ante level of equilibrium data-sharing from a transparency regime τ ∈ {T,O} inducing a data-

withholding set Q is:

Sτ (π) ,
1

2

∫ 1

−1
SQ(π, λ) dλ,

=

∫ 1

0
SQ(π, λ) dλ,

(98)

where

SQ(π, λ) , (1− π)

∫ 1

0
1 {mQ(z) = z} dz, (99)

where the second line of Equation (98) follows from SQ(π, λ) being even in λ. Proceeding as in Propo-

sition 3, after simple algebra we obtain the expression in Equation (96).

The ex-ante equilibrium level of credit provision from a transparency regime τ ∈ {T,O} inducing a
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data-withholding set Q is:

Iτ (π) ,
1

2

∫ 1

−1
IQ(π, λ) dλ,

=

∫ 1

0
IQ(π, λ) dλ,

(100)

where

IQ(π, λ) , π`λ(∅) + (1− π)

∫ 1

0
`λ
(
mQ(z)

)
dz, (101)

where `λ(z) and `λ(∅) are defined in Equation (6) and Equation (21), while the second line of Equation

(100) follows from IQ(π, λ) being even in λ. Proceeding as in Proposition 3, after simple algebra we obtain

the expression in Equation (97). �
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